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Colloquium of the Research Center for English and Applied Linguistics (RCEAL)
Cambridge, February 8, 2011

1 / 44

On Automatically
Analyzing Learner

Language

Detmar Meurers

Introduction

Learner Corpora
Data in SLA Research

Corpus annotation

Annotation Quality

Categories for
Learner Language
Example: Parts-of-speech

Automatic POS-Tagging

Three Sources of Evidence

Mismatching Evidence

Systematic categories

Nature of interlang. categories

Comparative fallacy

Error annotation

Target hypotheses

Activity & learner modeling

Task-specific learner corpora

Content assessment
CAM-En learner corpus

Basic approach

Realizing the approach

Results

Related work

Future work

Conclusion

Overview

I Points of contact: Analyzing learner language and
computational linguistics

I Some issues in linguistic modeling of learner language
I Parts-of-speech as an example

I sources of evidence
I nature of categories

I Which level of analysis?
I between robustness and representing variation

I Target hypotheses and error annotation
I Inter-annotator agreement and gold-standards
I Comparative fallacy

I Relevance of the task and learner modeling

I How about analyzing meaning?
CoMiC Automatically evaluating the meaning of learner

responses to reading comprehension questions.
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Contact Points with Computational Linguistics
I Learner corpora: representing, annotating, searching

I can provide empirical evidence for SLA research
I can provide insights into typical student needs in FLT

annotation = off-line analysis

I Writer’s aid tools: on-line analysis of learner language
to provide immediate feedback aimed at producing text

I Language testing: off-line or on-line analysis to support
or automate assessment of learner abilities

I Intelligent Tutoring Systems: on-line analysis
I to provide immediate, individualized feedback, e.g.:

I meta-linguistic feedback in a form-focused activity
I incidental focus-on-form in a meaning-based activity
I feedback on meaning (very rare in ITS)

I to determine progression through pedagogical material

aimed at supporting language acquisition.
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Data in SLA research
An example: Clahsen & Muysken (1986)

I They studied word order acquisition in German by
native speakers of Romance languages.

I Stages of acquisition:
1. S (Aux) V O
2. (AdvP/PP) S (Aux) V O
3. S V[+fin] O V[-fin]

4. XP V[+fin] S O
5. S V[+fin] (Adv) O
6. dass S O V[+fin]

Stage 2 example: Früher
earlierAdvP

ich
IS

kannte
knewV

den
[the

Mann
man]O

Stage 4 example: Früher
earlierAdvP

kannte
knewV [+fin]

ich
IS

den
[the

Mann
man]O

I How is the data characterized?
I lexical and syntactic categories and functions
I some acquisition stages are well-formed, others ill-formed
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Annotation: Error Annotation and Beyond

I SLA research essentially observes correlations of
linguistic properties, whether erroneous or not.

I Yet, the annotation of learner corpora has focused on
errors made by the learners (cf. Granger 2003;
Dı́az-Negrillo & Fernández-Domı́nguez 2006).

I Even where errors are the research focus, their
correlation with other linguistic properties is relevant.

I A wide range of linguistic modeling useful for capturing
I overuse/underuse of particular patterns
I measures of language development

I CAF (Wolfe-Quintero et al. 1998; Ortega 2003; Housen
& Kuiken 2009; Lu 2010)

I Criterial Features (Hawkins & Buttery 2009, 2010)
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Annotation of Linguistic Properties

I Annotation schemes have been developed for a wide
range of linguistic properties, including

I part-of-speech and morphology
I syntactic constituency or lexical dependency structures
I semantics (word senses, coreference), discourse structure

I Each type of annotation typically requires an extensive
manual annotation effort→ gold standard corpora

I Automatic annotation tools learning from such gold
standard annotation are becoming available, but

I quality of automatic annotation drops significantly for
text differing from the gold standard training material

I Interdisciplinary collaboration between SLA & CL crucial to
adapt annotation schemes & methods to learner language

I Surprisingly little research on this (Meunier 1998; de Haan

2000; de Mönnink 2000; van Rooy & Schäfer 2002, 2003).
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Annotation quality

I An annotation scheme is only as good as the distinctions
it reliably supports making based on available evidence.

I E.g., particle vs. preposition dropped in Penn Treebank
tagset since often not enough evidence available.

I Note: More classes can be more reliable if they are
more coherent (cf. CLAWS7 annotation, followed by
mapping to CLAWS5 in BNC Tag Enhancement Project).

I How can high quality gold standards be obtained?
I Keep only reliably and consistently identifiable distinctions,

described in detailed manual, including appendix on hard
cases (Voutilainen & Järvinen 1995; Sampson & Babarczy 2003)

I Annotate corpus several times and independently, then
test interannotator agreement (Brants & Skut 1998)

I Detection of annotation errors through automatic analysis
of comparable data recurring in the corpus→ DECCA
(Dickinson & Meurers 2003a,b, 2005; Boyd et al. 2008)
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Linguistically annotating learner language
Parts-of-speech as an example

I The NOCE learner corpus (Dı́az-Negrillo 2009)
I Short essays written by Spanish 1st and 2nd year students

of English, annotated with editing and error tags
I 998 texts, 337.332 tokens (149.256 types)

⇒ How about adding linguistic information?
(Dı́az-Negrillo, Meurers, Valera & Wunsch 2010)

I Exploring automatic POS annotation
I What does it mean to POS-annotate learner language?

8 / 44



On Automatically
Analyzing Learner

Language

Detmar Meurers

Introduction

Learner Corpora
Data in SLA Research

Corpus annotation

Annotation Quality

Categories for
Learner Language
Example: Parts-of-speech

Automatic POS-Tagging

Three Sources of Evidence

Mismatching Evidence

Systematic categories

Nature of interlang. categories

Comparative fallacy

Error annotation

Target hypotheses

Activity & learner modeling

Task-specific learner corpora

Content assessment
CAM-En learner corpus

Basic approach

Realizing the approach

Results

Related work

Future work

Conclusion

Automatic POS-Tagging of NOCE

I Used 3 POS taggers trained on WSJ newspaper text,
using Penn Treebank tagset (TreeTagger, TnT, Stanford)

I Manually evaluated POS tags assigned by taggers to
10 texts by 10 different participants (1.850 words)

I TreeTagger: 94.95%
I TnT Tagger: 94.03%
I Stanford Tagger: 88.11%
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Aspects of a qualitative analysis

I We found lower performance for expressions which do not
exist in English (cf. also de Haan 2000; van Rooy & Schäfer 2002).

(1) I think that university teachs to people . . . [spelling]

(2) They can’t pay their studies and more over [tokenization]
they have to pay a flat . . .

I But is tagging learner language really just a robustness
issue, like adapting taggers to another domain?

I What does it mean to use POS tags developed for
native language for the interlanguage of learners?

I What research questions can such POS tags answer?
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Three Sources of Evidence for POS analysis

Lemma/Lexical entry: of ⇒ preposition

(3) drugs can be killer of many of ours.

Morphology: -ion⇒ noun

(4) but it was a revolution in that period

Distribution: det noun⇒ adjective

(5) In the modern life the people can communicate
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Case 1: Stem-Distribution mismatch

Stem Distribution

�

Morphology

(6) [. . .] you can find a big vary of beautiful beaches [. . .]

Stem Distribution Morphology
verb noun ?

(7) RED helped him during he was in the prison.

Stem Distribution Morphology
preposition conjunction ?
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Case 2: Stem-Distrib./Stem-Morph. mismatch

Stem Distribution

�

Morphology

�

(8) [. . .] one of the favourite places to visit for many foreigns.

Stem Distribution Morphology
adjective noun noun / verb 3rd sg

(9) [. . .] to be choiced for a job [. . .]

Stem Distribution Morphology
noun / adjective verb verb
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Case 3: Stem-Morphology mismatch

Stem Distribution Morphology

�

(10) [. . .] this film is one of the bests ever [. . .]

Stem Distribution Morphology
adjective (noun / verb) adjective noun / verb 3rd sg

(11) [. . .] television, radio are very subjectives [. . .]

Stem Distribution Morphology
adjective / noun adjective noun / verb 3rd sg
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Case 4: Distribution-Morphology mismatch

Stem Distribution Morphology

�

(12) [. . .] for almost every jobs nowadays [. . .]

Stem Distribution Morphology
noun noun sg noun pl / verb 3rd sg

(13) [. . .] it has grew up a lot specially after 1996 [. . .]

Stem Distribution Morphology
verb verb past participle verb past tense
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Systematic POS for Learner Language

I A single, standard POS tag fails to systematically
identify properties of learner language.

I Alternative: tripartite POS encoding of
I distribution, stem, morphology

I Some errors in learner language are epiphenomena of
mismatches in linguistic encoding.
→ Identify such errors through linguistic annotation.

I The value of identifying such mismatches systematically
is confirmed by recent SLA research (Zyzik & Azevedo 2009)

I L2 learners have difficulty distinguishing between word
classes among semantically related forms

I Hypothesis: limited ability to interpret syntactic and
morphological cues
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On the nature of categories for learner language

I Where do the categories abstracted to come from?

I Categories result from generalizations, which require a
significant amount of comparable data to be made.

I requires decision on what constitutes comparable data,
which is difficult for a dynamic target such as interlanguage

I Robustness and the level of analysis:
I In NLP, robustness is the ability to ignore variation in the

realization of a category to be identified.
I But variation in the realization of a category is an

important characteristic of learner language.

→ Design annotation schemes for learner language to
encode minimal observations.

→ Provide access to those on one level of annotation, with
other annotation levels providing robust L2 abstractions.
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On the nature of categories for learner language
Comparative fallacy

I “mistake of studying the systematic character of one
language by comparing it to another” (Bley-Vroman 1983)

I extended to include bias towards towards native
language (Lakshmanan & Selinker 2001)

I Essentially trying to analyze a “non-canonical variety”
using a “robust” version of the canonical grammar.

I divergences from norm is annotated as errors
I but: the research question is the issue here, not corpus

error annotation as such (Tenfjord et al. 2006)

I Issue more general than language acquisition research:
I Eurocentrism in field work, e.g., Gil (2001)
I Variationist sociolinguistics

→ Importance of explicitly defining classes and when an
instance is counted as one of the variants.
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On the nature of categories for learner language
Aspects of syntactic modeling

I Just like POS categories, syntactic structure is
motivated by different types of evidence.

I For analyzing learner language, one can separate:
I overall topology of a sentence (Hirschmann et al. 2007)

I chunks and chunk-internal word order (Abney 1997)

I lexical dependencies
I canonical, as interface to meaning (MacWhinney 2008;

Rosén & Smedt 2010; Ott & Ziai 2010; Hirschmann et al. 2010)
I non-canonical, separating evidence for morpho-syntactic

and semantic relations (Dickinson & Ragheb 2009)
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Error annotation

I Error annotation involves (implicitly or explicitly):

a) Determining what the learner wanted to say (target).
b) Identifying

i. the location of the error, and
ii. the type of the error corresponding to the difference

between the learner sentence and the target hypothesis.

c) Annotating the error in the corpus

I Each of these steps can present ambiguity:

a) multiple possible target hypotheses
b) i. different locations in which the error can be rooted

ii. different types of errors a divergence can be attributed to

c) different ways to mark an error location & type in corpus
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Error annotation schemes: Desiderata
Inter-annotator agreement

I An annotation is only relevant and useful if it provides a
uniform, reliable index to relevant classes of data.

I Traditionally every researcher develops their own error
annotation scheme. (cf. Dı́az-Negrillo & Fernández-Domı́nguez 2006)

I Alarmingly, no studies on which inter-annotator agreement
can be reached for which distinctions in error annotation

I No freely available gold standard corpora, so
I no reliable quantitative evaluation in research
I no reliable training & evaluation of NLP for error analysis

I Promising progress for some subclasses (det, prep)
(e.g., Lee & Seneff 2006; Tetreault & Chodorow 2008; De Felice 2008)

I but it is important to establish a tool-independent,
transparent definition of the markables to be annotated
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Target hypotheses

I Fitzpatrick & Seegmiller (2004) report unsatisfactory
levels of agreement in determining learner target forms.

I Keeping the target hypothesis implicit results in error
annotation which diverge even more unsatisfactorily.

I Anke Lüdeling has argued for making target hypotheses
an explicit part of error annotation (Lüdeling et al. 2005;

Hirschmann et al. 2007; Lüdeling 2008).

I supports alternative targets (and corresponding error
annotation), and

I supports multiple target hypotheses, differing in scope and
operations allowed to obtain them

I e.g., only replacement, omission, etc. to make sentence
locally well-formed vs. taking context into account

I If target hypothesis is explicit, one can evaluate reliability
of second step, from target hypothesis to error tag.
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Difficulty of determining target hypotheses
I What are the target forms for the sentences taken from

the Hiroshima English Learners’ Corpus (Miura 1998)?

(14) I didn’t know
(15) I don’t know his lives.
(16) I know where he lives.
(17) I know he lived

They are taken from a translation task, for the Japanese of

(18) I don’t know where he lives.

I How can one obtain a better handle on target hypotheses?
I Focus on more advanced learners.
I Take explicit task context into account.
I Support targets other than fully explicit surface forms.
I Take more learner strategies into account.

I Learners often lift material from texts or use mastered
chunks instead of trying to express appropriate meaning!
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Constraining the search space of interpretation
Importance of activity and learner modeling

I All approaches to modeling learner language, such as
I mal-rules, constraint relaxation, statistical modeling

must model the space of well-formed and ill-formed
variation that is possible given

I a particular activity, and
I a given learner.

I For example, without task and speaker context, how
would you interpret the following?

(19) I will not buy this record it is scratched

(20) My hovercraft is full of eels.
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Exemplifying interpretation in context

Monty Python: Hungarian Phrase Book sketch
http://www.youtube.com/watch?v=akbflkF 1zY
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Towards task-specific learner corpora
I Explicit task and learner models included as

meta-information in a corpus can provide crucial
constraining information for interpreting learner language.

I E.g., it’s easier to infer what a learner wanted to say if
one knows the text they are answering questions about.

I Related to taking strategic competence, task, and L1 into
account in learner models of Intelligent Tutoring Systems
(Amaral & Meurers 2008).

I Most current learner language corpora consist of essays,
yet learners produce language in a wide range of
contexts, naturalistic or instructed, e.g.,

I email and chat messages
I answering reading or listening comprehension questions
I asking questions in information gap activities

I To obtain learner corpora which are interpretable and
representative, we need language resulting from explicit
tasks, in a variety of contexts, including longitudinal data.
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Content assessment
Based on joint work with Stacey Bailey, Niels Ott, Ramon Ziai

I Meaningful, contextualized use of language plays a
crucial role in second language acquisition – yet the
(automatic) analysis has focused on form aspects.

I How can the meaning of sentences and text fragments
be analyzed and compared in realistic situations?

I Realistic situations:
I differences in situative and world knowledge
I language not necessarily well-formed

I Two challenges:
I Which linguistic representations can be robustly identified

as basis of a computational approximation of meaning?
I How can the role of the context be integrated?

⇒ Start by collecting data of authentic language in context.
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Collecting authentic data for content assessment

I We want to make the context explicit by collecting data
in the setting of a concrete task.

I To support evaluation of meaning, focus on tasks using
information encoded in language, not world knowledge.

I Current learner corpora typically consist of essay data,
so only the essay topic is known
→ contents quite unconstrained and not predictable.

I Other activities provide more explicit, language-based
context with more predictable contents: summarization,
reading comprehension, information-gap activities, . . .

⇒ Compile a corpus with answers to reading comprehension
questions written by learners of English (Bailey 2008; Bailey

& Meurers 2008; Meurers, Ziai, Ott & Bailey 2011).
I In the CoMiC project, we focus on learners of German

(Meurers, Ott & Ziai 2010a).
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Loosely restricted reading comprehension
An example

Question: What are the methods of propaganda mentioned in the
article?

Target: The methods include use of labels, visual images, and
beautiful or famous people promoting the idea or product. Also
used is linking the product to concepts that are admired or desired
and to create the impression that everyone supports the product
or idea.

Sample Learner Responses:

I A number of methods of propaganda are used in the media.

I Bositive or negative labels.

I Giving positive or negative labels. Using visual images.
Having a beautiful or famous person to promote. Creating the
impression that everyone supports the product or idea.
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CAM-En learner corpus

I The corpus was collected in second language classrooms,
using the ordinary exercises assigned by the teacher.

I Teachers also provided target answers and learner
answer assessment.

I CAM-En corpus: 566 responses to RC questions from
intermediate English as a Second Language students.

I Development set:
I 311 responses from 11 students to 47 questions

I Test set:
I 255 responses from 15 students to 28 questions
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Annotation: Categories for content assessment

I The annotation scheme was developed by analyzing
target and learner responses in the development corpus.

I Two graders independently annotated the data:
I detection (binary): correct vs. incorrect meaning
I diagnosis (5 codes): correct; missing concept, extra

concept, blend, non-answer
Eliminated responses which graders did not agree on

I 48 in development set (15%) and 31 in test set (12%)

I Learner responses vary significantly; no full bag-of-word
overlap between test set answers and targets.

I On average, 2.7 form errors per sentence.
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Basic idea: Comparing responses & targets

I CAM compares target & learner responses in three steps:
1. Annotation uses NLP to enrich the learner and target

responses and question text with linguistic information.
2. Alignment maps units in the learner response to units

in the target response using the annotated information.
3. Diagnosis analyzes the alignment to label the learner

response with a target modification diagnosis code.
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Types of alignment

Alignment can involve different types of representation:

Alignment Type Example Match
Token-identical advertising

advertising
Lemma-resolved advertisement

advertising
Spelling-resolved campaing

campaign
Reference-resolved Clinton

he
Semantic similarity-resolved initial

beginning
Specialized expressions May 24, 2007

5/24/2007
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Levels of alignment

Alignment can take place at different levels of representation:

Level Example Alignment
Tokens The explanation is simple. explanation

The reason is simple. reason
Chunks A brown dog sat in a nice car. a brown dog

A nice dog sat in a car. a nice dog
Depen- He knows the doctor. obj(knows, doctor)
dency John knows him. obj(knows, him)
triples

34 / 44

On Automatically
Analyzing Learner

Language

Detmar Meurers

Introduction

Learner Corpora
Data in SLA Research

Corpus annotation

Annotation Quality

Categories for
Learner Language
Example: Parts-of-speech

Automatic POS-Tagging

Three Sources of Evidence

Mismatching Evidence

Systematic categories

Nature of interlang. categories

Comparative fallacy

Error annotation

Target hypotheses

Activity & learner modeling

Task-specific learner corpora

Content assessment
CAM-En learner corpus

Basic approach

Realizing the approach

Results

Related work

Future work

Conclusion

NLP tools used

Annotation Task Language Processing Tool
Sentence Detection, MontyLingua (Liu 2004)
Tokenization,
Lemmatization
Lemmatization PC-KIMMO (Antworth 1993)
Spell Checking Edit distance (Levenshtein 1966),

SCOWL word list (Atkinson 2004)
Part-of-speech Tagging TreeTagger (Schmid 1994)
Noun Phrase Chunking CASS (Abney 1996)
Lexical Relations WordNet (Miller 1995)
Similarity Scores PMI-IR (Turney 2001;

Mihalcea et al. 2006)
Dependency Relations Stanford Parser

(Klein & Manning 2003)
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Features used for content assessment

I Diagnosis is based on 14 features:
# of Overlapping Matches:

I keyword (head word)
I target/learner token
I target/learner chunk
I target/learner triple

Semantic error detection

Nature of Matches:
I % token matches
I % lemma matches
I % synonym matches
I % similarity matches
I % sem. type matches
I match variety

I For combining the evidence, machine learning (TiMBL,
Daelemans et al. 2007) worked better than manual rules.
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Results

Binary classification Accuracy
Development Set (leave-one-out testing) 87%
Test Set 88%

Diagnosis with 5 codes Accuracy
Development Set 87%
Test Set 87%

Form errors don’t negatively impact results:
I 68% of correctly diagnosed items had form errors.
I 53% of incorrectly diagnosed ones did as well.
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Related work

I No directly comparable systems, but competitive with
results for automatic scoring of native speaker short
answers by C-Rater (Leacock & Chodorow 2003; Leacock 2004).

I Techniques used by essay grading systems (e.g.,
E-Rater, Burstein et al. 2003; AutoTutor, Graesser et al. 1999)
do not generalize well to short (1-2 sentence) responses.

I Related research issues
I Paraphrase recognition

(e.g., Brockett & Dolan 2005; Hatzivassiloglou et al. 1999)
I Machine translation evaluation

(e.g., Banerjee & Lavie 2005; Lin & Och 2004)
I Essay-based question answering systems

(e.g., Deep Read, Hirschman et al. 1999)
I Automatic grading (e.g., Leacock 2004; Marı́n 2004)
I Recognition of Textual Entailment (RTE, Dagan et al. 2006)
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Future work
Towards Interpretation in Context

I The reading comprehension question task we are
focusing on provides an explicit context in form of

I the text, and
I the questions asked about it.

I CAM currently takes this context into account for basic
anaphora resolution in the target and learner answers.

I But how about about other aspects of this context?
I How should information in the answers that is given in

the question be interpreted?
I How can the nature of a question and the task

strategies it requires be taken into account?
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Towards interpretation in context
Treatment of given information

I Example from CAM-en:
I Cue: What was the major moral question raised by

the Clinton incident?
I Target: The moral question raised by the Clinton

incident was whether a politician’s person life is
relevant to their job performance.

I Response: A basic question for the media is
whether a politician’s personal life is relevant to his or
her performance in the job.

I The original CAM simply removed given words.

I We are developing a more sophisticated approach to
I keep sentence intact for deeper processing
I use the occurrence of given information to distinguish

between incorrect answers and off-topic answers.
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Towards interpretation in context
Question classification

I Comparing the meaning of answers to questions should
make use of nature of the questions being answered.

I Features to be investigated include
I Learning Goals: Targeted cognitive skills and

knowledge (e.g., Anderson & Krathwohl 2001)

I Knowledge Sources: The implicit/explicit answer
source (Irwin 1986; Pearson & Johnson 1978)

I Text Type: The rhetorical structure of the text
(Champeau de Lopez et al. 1997)

I Answer Type: The kind of answer expected (Gerbault 1999)

I Results here may also help answer:
I What are suitable, more fine grained diagnosis categories

for content assessment?
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Adaptivity of analysis

I Given the high number of form errors in learner data,
deep analysis and model construction often is not feasible.

I However, there are patterns for which a dedicated, deep
analysis may be possible or even important.

I Patterns to be explored include
I semantic units expected in the answer (cf. answer typing)
I specific linguistic constructions identified in the answer

which require special treatment (e.g., negation).
I typical well-formed “islands of compositionality”

supporting a deep analysis (e.g., particular NP patterns)

I Adaptively combining shallow & deeper analyses becomes
especially important when going from English to languages
with richer morphology & freer word order (e.g., German).
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Conclusion
I We motivated linguistic annotation to support effective

querying for SLA patterns and discussed an approach
to the POS analysis of learner language separating

I lexical, morphological, and distributional information

Goal: Corpus annotation systematically characterizing
language (native-like as well as learner innovations).

I Turning to error annotation, we argued for inter-annotator
agreement as crucial for establishing which distinctions
are replicable based on the available information.

I We explored the nature of target hypotheses and
argued for explicit task and learner modeling to
constrain the search space of interpretation.

I Turning to aspects of meaning, we discussed the analysis
of answers to reading comprehension questions and
research issues we are currently exploring in this context.
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Context of this research: Our Background

Analyzing language for learners
I Input enhancement of texts for learners (Meurers et al. 2010b)
I Search engine for language learners (Ott & Meurers 2010)
I Prediction of functional elements (Elghafari, Meurers & Wunsch 2010)

Analyzing learner language
I Intelligent Tutoring System TAGARELA for Portuguese

(Amaral & Meurers 2008, 2009, 2011; Amaral et al. 2011)

I Linguistic analysis of NOCE corpus of English written by
Spanish learners (Dı́az-Negrillo, Meurers, Valera & Wunsch 2010)

I Automatic analysis of learner language (Meurers 2009)

I Word order errors (Metcalf & Meurers 2006b; Boyd & Meurers 2008)

I Content assessment of answers to reading comprehension
questions (Bailey & Meurers 2008)→ SFB 833 A4 (CoMIC)

I Longitudinal corpus collection using WELCOME
(Meurers, Ott & Ziai 2010a)→ KU/OSU collaboration

I Dependency parsing of learner language (Ott & Ziai 2010)
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