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Where I’m coming from

I Use of corpora for the validation of linguistic theories
(Meurers 2005, 2007; Meurers & Müller 2008)

I Automatic detection of errors in corpus annotation
(Dickinson & Meurers 2003a,b, 2005a,b)

I Automatic analysis of learner language to detect
I Word order errors (English, German)

(Metcalf & Meurers 2006; Boyd & Meurers 2008)
I Meaning errors (English)

(Bailey & Meurers 2008)

I Automatic identification of Portuguese learner errors in
the ICALL workbook TAGARELA (http://tagarela.osu.edu)
(Amaral & Meurers 2006, 2007)
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Annotated learner corpora: Starting point

I Annotated learner corpora can
I help validate generalizations about language acquisition

I provide a broad empirical basis for the development of
new hypotheses and theories

I inform foreign language teaching practice

I Depending on the corpus, they can support
I qualitative and quantitative analysis
I including longitudinal analysis

I To play these roles, the terminology used to single out
the learner language aspects of interest needs to be
mapped to instances in the corpus.

I Effective querying of corpora typically requires reference
to annotated abstractions (linguistic classes, errors)
instead of extensionally characterizing individual strings.
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Some thoughts on learner language corpora
The types of learner texts included in corpora

I Most learner language corpora consist of essays.

I Yet in a typical communicative or task-based language
learning setup, learners produce language in a wide
range of activities, e.g.,

I answering reading or listening comprehension questions
I asking questions in information gap activities

⇒ To obtain corpora representative of learner language, it
would be advantageous to include language produced
in a variety of language activities.

I Including explicit task contexts in the meta-information
of a corpus can also provide constraining information
useful for interpreting learner language.

I e.g., it’s easier to infer what a learner wanted to say if
one knows the text they are answering questions about.
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Some thoughts on learner language corpora
The types of annotations provided

I The annotation of learner language has typically
focused on errors made by the learners.

I At the same time, learner errors often are correlated with
I specific linguistic environments (classes, constructions)?

I specific language tasks performed by the learner (e.g.,
answering reading comprehension questions)?

I or specific strategies needed to complete particular
tasks (e.g., skimming, scanning)?
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Some thoughts on learner language corpora
The types of annotations provided (cont.)

I Linguistic aspects of learner language are relevant for
SLA research and FLT independent of errors:

I overuse or underuse of specific language patterns.
I measures of language development (production,

understanding), e.g:
I Developmental Sentence Scoring (Lee 1974)
I Index of Productive Syntax (Scarborough 1990)
I Developmental Level (Rosenberg & Abbeduto 1987;

Covington et al. 2006; Lu 2008)

I Finding the relevant patterns and computing the
measures requires general linguistic annotation.

⇒ Learner corpora should ideally provide such annotation
in addition to the error annotation.
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Some thoughts on learner language corpora
Ambiguity and representation

I An error annotation scheme needs to support
I unambiguous and consistent identification of error

I generally involves identification of target intended by learner

I a unique representation of the identified error

I Annotation scheme design thus requires answering
questions such as:

I Where can which ambiguities be reliably resolved, given
what ling. context or other information (learner, task)?

I In a hierarchical tagset (i.e., different levels of specificity)
how is consistency of level of annotation achieved?

⇒ Only distinctions reliably identified given information
present in a corpus or its meta-information should be
included in an annotation scheme.
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Some thoughts on learner language corpora
Ambiguity and representation (cont.)

I Identifying the nature of the error
I Example: The man eat cheese.

I agreement error: The man3s eatnot(3s) cheese.
I tense error, intended was: The man ate cheese.

I Localizing and representing the error
I Which single, unique way is chosen to annotate an

identified error, e.g., for binary relations?
I Example for marking a subject-verb agreement error:

I on the subject: The man eat cheese.
I on the verb: The man eat cheese.
I on an annotated relation: The man→agr eat cheese.

I Problem is non-trivial given that
I suffixes in fusioning languages combine multiple

features (e.g., person, number, gender, case)
I often multiple relations are established (e.g., D–A–A–N)
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The importance of high-quality annotation
Precision of search

I By precision of search we are referring to:
I Of the results to the query, how many represent the

learner language patterns searched for?

I False positives can result in two ways:
I Term used for query also characterizes patterns other

than the ones we are interested in.
I Some of the annotations the query refers to are incorrect.

I Requirements on precision of search
I for qualitative analysis: Needs to be high enough to find

relevant examples among the false positives.

I for quantitative analysis: For reliable results, very high
precision is required, in particular where specific rare
language phenomena are concerned (and as known
from Zipf’s curse, most things occur rarely).
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The importance of high-quality annotation
Recall of search

I By recall of search we are referring to:
I How many of the intended examples that in principle

are in the corpus are in fact found by the query?

I Requirements on recall of search
I for qualitative analysis: Any results found are useful, but

danger of partial blindness where certain classes of
examples are not captured by the query approximating
target phenomenon.

I for quantitative analysis: Maximizing recall is crucial for
reliable quantitative results.

⇒ Where the query characterizing the target phenomenon
is expressed in terms of the annotation, quality and
consistency of the annotation is important in general,
and crucial for quantitative analysis.

10 / 38

On Annotating
Learner Language:
A CL Perspective

Detmar Meurers

Introduction

On learner corpora
Useful text types

Useful types of annotation

Ambiguity and representation

Annotation quality
Why it’s important

How to obtain high quality

Variation Detection for POS

Variation→ Error Detection

Syntactic Annotation

Applicability

Word order errors
Why are they relevant?

Examples

German Corpus

Word order error typology

Meaning errors
Why are they relevant?

English Corpus

Method

Results

Student modeling

Conclusion

How to obtain high quality annotation

I Annotate corpus several times and independently, then
test interannotator agreement (Brants & Skut 1998)

I Interannotator agreement is an essential measure of
whether the distinctions made in the annotation scheme
can be applied consistently based on the information
available in the corpus.

I Define adequate annotation scheme, with good
documentation and a list of specific problematic cases,
to allow for 100% agreement (Voutilainen & Järvinen 1995;
Sampson & Babarczy 2003)

I keep only distinctions which can be reliably and
consistently identified and annotated uniquely

I appendix of difficult cases and how to resolve them is
essential

I Detection of annotation errors through automatic analysis
of comparable data recurring in the corpus
→ DECCA project (http://decca.osu.edu)
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Variation Detection for POS Annotation

Variation: material occurs multiple times in corpus
with different annotations

Dickinson & Meurers (2003a) introduces the notions

I variation nucleus: recurring word with different annotation
I variation n-gram: variation nucleus with identical context

and provides an efficient algorithm to compute them.

Example: 12-gram with variation nucleus off

(1) to ward off a hostile takeover attempt by two European
shipping concerns

In the two occurrences of this 12-gram in the WSJ, off is
I once annotated as a preposition (IN), and
I once as a particle (RP).
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From Variation to Error Detection
(Dickinson & Meurers 2003a)

Variation can result from:

I ambiguity: different possible labels occur in different
corpus occurrences

I error: labeling of a string is inconsistent across
comparable occurrences

Heuristics used to detect POS-annotation errors:

I Variation nuclei in long n-grams are errors
I Distrust the fringe (= edge of variation n-gram)

⇒ For the WSJ, this detects 7141 non-fringe variation nuclei,
with 93% error detection precision (Dickinson 2005).
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Variation Detection for Syntactic Annotation
(Dickinson & Meurers 2003b)

Needed: data-driven definition of a variation nucleus as the
unit of data for the comparison of syntactic annotation

But: No one-to-one mapping between word and label, as
with part-of-speech.

Idea: Decompose variation nucleus detection into series of
runs for all relevant string lengths, more specifically

I one-to-one mapping: string→ syntactic category label
(or special label NIL)

I perform runs for strings from length 1 to longest
constituent in corpus

⇒ For the WSJ, this detects 6277 non-fringe variation nuclei
with 71% error detection precision.
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Examples from the WSJ corpus

I Variation between two syntactic category labels:

(2) maturity

labeled as

next Tuesday

NP twice
PP once

I Variation between constituent and non-constituent:

The

DT

shaky

JJ

market

NN

received

VBD

its

PRP$

biggest

JJS

jolt

NN

last

JJ

month

NN

from

IN

Campeau

NNP

Corp.

NNP

,

,

which

WDT

*T*

−NONE−

created

VBD

its

PRP$

U.S.

NNP

retailing

NN

empire

NN

with

IN

junk

NN

financing

NN

.

.

NP NP NP

TMP

NP

NP WHNP NP NP NP

PP

MNR

VP

SBJ

S

SBAR

NP

PP

CLR

VP

SBJ

S

*T*

The

DT

fragile

JJ

market

NN

received

VBD

its

PRP$

biggest

JJS

jolt

NN

last

JJ

month

NN

from

IN

Campeau

NNP

Corp.

NNP

,

,

which

WDT

*T*

−NONE−

created

VBD

its

PRP$

U.S.

NNP

retailing

NN

empire

NN

with

IN

more

JJR

than

IN

$

$

3

CD

billion

CD

*U*

−NONE−

in

IN

junk

NN

financing

NN

.

.

NP NP NP WHNP NP NP QP

NP

NP

PP

NP

PP

VP

SBJ

S

SBAR

NP

PP

CLR

VP

SBJ

S

*T*
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Applicability of approach

I In addition to the positional and structural annotation
discussed, the approach has successfully been
extended to discontinuous syntactic annotation and to
dependency annotation (Dickinson & Meurers 2005b; Boyd

et al. 2008).

I It can in principle be applied to error annotation of
learner corpora:

I positional: one token/word
I binary relations: lexical dependencies
I structural domains: lists of tokens (intervals)
I discontinuous structural domains (bags of words)

I The Python code is freely available from the project site
http://decca.osu.edu.
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Why is annotating word order errors relevant?

I It is hard to learn word order:
I Language learners are known to produce a range of

word order errors (cf., e.g., Odlin 1989).
I Word order differs significantly across languages
→ transfer errors (cf., e.g., Selinker 1972; Odlin 2003)

I Word order mistakes are common
I e.g., Rogers (1984) reports that word order errors

represent over 10% of the syntactic errors in her corpus
of advanced learners of German (with L1 English).

I It is important to master word order, especially since word
order errors can significantly complicate comprehension.

I Example (Hiroshima English Learners’ Corpus, HELC 1998):

(3) He get to cleaned his son.

→ He get his son to cleaned.
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Example 1: Phrasal verbs

I English learners make errors in particle placement:

(4) a. * so they give up it

b. * food which will build up him

c. * rather than speed up it.

Examples from the Chinese Learner English Corpus (CLEC 2004)

I Learners also avoid using phrasal verbs:
I Liao & Fukuya (2002) show that Chinese learners of

English avoid phrasal verbs; similar research for other L1.
I We also found patterns of avoidance in the CLEC:

I heavy use of pattern that is always grammatical
I little use of patterns restricted to certain verb & object types
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Example 2: Adverb placement

I Students frequently misplace adverbs

(5) a. they cannot already live without the dope.

b. There have been already several campaigns
held by ’Outdoor’.

c. while any covert action brings rarely such
negative connotations.

d. It seems that the Earth has still a lot to reveal . . .
Examples from Polish part of Int. Corpus of Leaner English (PICLE 2004)

I English has many different adverbs, and the word order
possibilities depend on adverb subclass distinctions.

I The rules governing adverb placement are difficult to
articulate and master (and aren’t strict).
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Annotation of word order errors

I Error taxonomies typically focus on words to localize
errors.

I Word order errors are frequently not local and depend
on complex linguistic representations:

I Grammatical function (e.g., English)
I Topological field (e.g., German)

I Correspondingly, general learner error taxonomies typically
only include a single (or no) tag for word order errors.
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A small learner corpus (L2: German, L1: English)

I We compiled a learner corpus for
I Development of a word order error typology

I Evaluation of error diagnosis approaches

I Corpus of written data from introductory-level German
courses at The Ohio State University:

I Typed responses to online workbook activities
I approx. 90,000 words in 20,000 responses;

4,000 unique responses

I Hand-written essays from final exams
I approx. 9,000 words in 90 essays
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What representations do we need?
Local trees are insufficient to capture word order errors

Correct rule: S→ NP VP

S

VP

booksreads

NP

Anna

Mal-rule: S*→ VP NP

S*

NP

Anna

VP

booksreads

But a mal-rule cannot capture *reads Anna books
(unless tree is flattened completely.)
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What representations do we need?
Topological fields

I German word order is dependent on the clause type
(main vs. subordinate).

I The context necessary to diagnose errors often is the
entire clause.

I A topological representation of the clause can be used
to make the relevant domains explicit:

Prefield Finite/Comp Field Middle Field Verbal Complex Postfield
Anna liest Bücher
Anna reads books

daß Anna Bücher liest
that Anna books reads
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Previous work on German word order errors

I Existing word order error typologies focus on:
I Position of the finite verb relative to the clause type

(main vs. subordinate) (Rogers 1984; Juozulynas 1994)
I Edit operations relative to German topological field

positions (Lüdeling et al. 2005; Hirschmann et al. 2007)

I Idea:
I Identify word order errors in terms of the topological

fields they involve,
I but without edit operations, given that the targeted

orders often are difficult to determine.
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A Word Order Error Typology for German
Our proposal

1. Finite verb placement
a) In a main clause
b) In a subordinate clause

2. Non-finite verb placement

3. Separable prefix placement
4. Middle field

a) Adjunct
b) Argument

5. Noun phrase internal
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Exemplifying the word order error typology

1. Finite verb placement
a) in a main clause

(6) * In
in

meiner
my

Freizeit
free time

ich
I

bin
am

ins
into the

Kino
movie

gegangen.
gone

‘In my free time I went to the movies.’

b) in a subordinate clause

(7) * Vielleicht
maybe

würde
would

ich
I

in
in

München
Munich

studieren,
study

weil
since

ich
I

habe
have

Familie
family

da.
there

‘Maybe I would study near Munich, since I have family there.’
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Exemplifying the word order error typology (cont.)

2. Non-finite verb placement

(8) * Ich
I

habe
have

viel
a lot

geschlafen
slept

am
on the

Wochenende.
weekend

‘I slept a lot on the weekend.’

3. Separable prefix placement

(9) * Ich
ich

gebe
give

mein
my

Geld
money

aus
out

Bücher
books

und
and

CDs.
CDs

‘I spend money on books and CDs.’
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Exemplifying the word order error typology (cont.)

4. Middle field
a) Adjunct

(5) * Es
it

war
was

schwer
difficult

oft.
often

‘It was often difficult.’

b) Argument

5. Noun phrase internal (adjective placement)

(6) * Ich
I

und
and

mein
my

Freund
boyfriend

hatten
had

Wetter
weather

gut.
good

‘My boyfriend and I had good weather.’
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Why care about meaning errors?
I Meaningful interaction in the foreign language is crucial

for language learning.

I To be able to offer a wider range of activities, ICALL
systems must be able to evaluate aspects of meaning.

Tightly Restricted Responses Loosely Restricted Responses

Decontextualized 
grammar fill-in-
the-blanks

Short-answer reading 
comprehension 
questions

Essays on 
individualized 
topics

The Middle Ground

Viable Processing Ground

I Loosely restricted reading comprehension (RC)
questions are a good test case:

I Common activity in real-life foreign language teaching.
I Responses can exhibit variation on lexical,

morphological, syntactic, semantic levels.
I It is possible to specify target answers.
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A small learner corpus (L2: English, L1: various)
I Learner corpus: 566 responses to RC questions from

intermediate ESL students.
I Development set: 311 responses from 11 students to

47 questions
I Test set: 255 responses from 15 students to 28

questions

I Graders provided target sentences, keywords.
I Two graders annotated the data in two ways:

I detection: Correct/Incorrect meaning
I diagnosis (5 codes): correct; missing concept, extra

concept, blend, non-answer

Eliminated 31 responses (12%) which the graders did
not agree on.

I On average, 2.7 form errors per sentence.
I Learner responses vary significantly; no full string or

bag-of-word overlap with targets.
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Meaning Error Detection Method

I Comparison of target and learner responses on token,
chunk and relation levels, e.g.,:
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Features used in Method

I 14 Features:
I keyword/head overlap
I target token overlap
I learner token overlap
I target chunk overlap
I learner chunk overlap
I target triple overlap
I learner triple overlap

I % token matches
I % lemma matches
I % synonym matches
I % similarity matches
I % sem. type matches
I match variety
I (sem. error detection)

I Combination of features computed by
I manual rules
I machine learning (TiMBL), using majority voting on

available distance measures
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Architecture of the Content Assessment Module

Annotation Alignment Diagnosis

Punctuation

Input

Learner 
Response

Target 
Response(s)

Question

Output

Source Text

Activity Model

Settings

Sentence Detection

Tokenization

Lemmatization

POS Tagging

Chunking

Dependency Parsing

Spelling Correction

Similarity Scoring

Pronoun Resolution

Type Recognition

Analysis Filter

Givenness

Pre-Alignment Filters

Token-level 
Alignment

Chunk-level 
Alignment

Relation-level 
Alignment

Error
Reporting

Detection
Classification

Diagnosis
Classification
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Results of meaning error detection and diagnosis
Detection Accuracy
Baseline 50%
Development Set: Manual CAM 81%
Development Set: CAM 87%
Test Set: Manual CAM 63%
Test Set: CAM 88%

Diagnosis with 5 codes Accuracy
Development Set 87%
Test Set 87%

I Form errors don’t negatively impact results:
I 68% of correctly diagnosed had form error
I 53% of incorrectly diagnosed ones did so.

I No directly comparable systems, but, e.g., competitive
with 85% accuracy of C-rater, automatic scoring for
native speaker short answers (Leacock 2004).
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On the relevance of student modeling

I Annotation of learner language (or any analysis of
learner input) requires identifying the string or language
pattern the learner is targeting.

I Such target identification is implicitly or explicitly based
on a model of the learner: their L1, level, abilities and
strategies they have demonstrated, mistakes they have
made in the past, etc.

I Examples from the context of the TAGARELA system,
for which we recently proposed an extension of the
learner model (Amaral & Meurers to apper in 2009).
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Mismatches in the identification of tokens

I Learner input: O Amazonas fica no região norte.

I Teacher (or ICALL system) interpretation: no = em + o
I analyzed input: [PP em [NP omasc , regiãofem, norte]]
⇒ Agreement error between o and região.

I Student’s interpretation:
I There is no o região norte in the sentence I wrote.
I I used the “preposition” no.
⇒ Wrongly interprets no as preposition.
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Mismatches in the interpretation of accents

I Learner Input: O vaso esta em cima de mesa.

I Teacher (or ICALL system) interpretation:
I The word esta in the learner input is a determiner.
I There is no form of the verb estar in the answer.
⇒ The student did not include the main verb.

I Student’s interpretation:
I I included esta as a form of the verb estar.

(The correct spelling is está.)
I There is a verb in the sentence.
⇒ The lack of an accent is a spelling error.

⇒ The role of student modeling in the analysis and
annotation of learner language deserves some attention.
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Concluding remarks

I In this talk, I argued for
I an emphasis on consistency of annotation

I needs to be taken into account in annotation scheme
design and documentation

I inter-annotator agreement testing is crucial
I automatic consistency checking can be useful

I the annotation of learner corpora with linguistic
information in addition to error annotation.

I the creation of learner corpora stemming from a variety
of tasks and activities (with explicit activity models)

I We discussed efforts to approach the annotation of
I word order errors
I meaning errors

I and commented on the usefulness of learner models for
analyzing learner language.
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