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Computer-Assisted Language Learning and
Natural Language Processing

I General goal: CALL systems that are able to
I diagnose errors and provide individualized feedback
I individually adjust the sequencing of instruction

I Options for achieving this:
I preenvisage all possible learner inputs and the intended

system responses, or
I automatically analyze the learner input using algorithms

and resources from Natural Language Processing (NLP).

I ICALL pursues the latter approach, which
I requires less hand-coding for each exercise, and
I in principle supports a wider range of activities

I including those where preenvisaging all answers
requiring feedback is impossible or practically infeasible.
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How is NLP integrated into ICALL systems?

I ICALL systems typically process learner input by
I calling NLP modules in a pre-defined order,

I transforming one data structure into another and

I terminating when specific conditions are met.
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An Example: German Tutor (Heift and Nicholson 2001)

4

Server giving it the session data.
The Language Server performs the following checks in order until an error is flagged or the

sentence is judged to be correct and the Language Server returns. Before returning to the applet, the
Language Server will update the user's student model based on what happens during the checks.

String Match

When the user input is first received by the server, the system performs a string match comparing
the user's answer to pre-stored answers. Each pre-stored answer is accompanied by a previously
computed analysis for student model updates. Storing multiple answers allows for freer student
input and, at an introductory level, involves little extra work. At an advanced level where exercises
become even less constrained, alternatives to pre-storing correct answers can be considered (see
Gerbault, 1999).

If the student input matches any of the stored answers, then the user's student model is updated
and the Language Server returns the session back to the Java applet. A previous study (Heift &
Nicholson, 2000a) has shown that approximately 40% of all answers submitted are initially correct.
In these instances, the complete error checking mechanism is unnecessary if it can be quickly
determined that the sentence is correct. If the string match fails, the sentence is passed to the
Punctuation Check.

Figure 3: Error Sieve

Punctuation Check

Here the Language Server checks for punctuation. If no punctuation error is found the Language
Server proceeds to the next error checking module.

Punctuation Error

Spelling Error

Student Input

Spell Check

Task Error

Missing Word Error

Example Check

Missing Word Check

Punctuation Check

Extra Word Error

Word Order ErrorWord Order Check

Grammar Error

Unrecognized Error

Grammar Check

Catch-All

Extra Word Check

String Match

User Input is Correct
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Pipeline architectures in ICALL
Where it’s good and where it’s suboptimal

I A pipeline architecture works well as long as the system
deals with learner input from activity types that are
uniform with respect to the required NLP processing.

I What is needed to develop ICALL systems which
I integrate a wider range of activity types,
I resulting in learner input of a heterogeneous nature,
I which should be evaluated on different criteria
I with the feedback also depending on the learner history?

I ICALL architectures would benefit from
I viewing the NLP modules as enriching the input with

annotations (as in current corpus annotation work), and
I giving the activity model control over which annotations

can or must be provided in a demand-driven architecture
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Research Context: The TAGARELA system

I We are developing TAGARELA, an intelligent workbook
accompanying the teaching in the OSU Portuguese
Language Program (Amaral and Meurers 2005, 2006)

I TAGARELA offers on-the-spot individualized feedback
on spelling, morphological, syntactic and semantic errors.

I It addresses real-life needs identified in interviews with
OSU foreign language instructors (Amaral 2004).

I It provides opportunities for students to practice their
listening, reading, and writing skills.

I Focus: providing on-the-spot feedback for activity types
considered useful but typically assigned as homework.
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Overall system architecture for TAGARELA
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NLP analysis modules in TAGARELA

I Form Analysis:
I tokenizer: takes into account specifics of Portuguese

(cliticization, contractions, abbreviations)
I lexical/morphological lookup: returns multiple analyses

based on CURUPIRA lexicon (Martins et al. 2006)
I disambiguator: finite state disambiguation rules narrow

down lexical information, in the spirit of Constraint
Grammar (Karlsson et al. 1995; Bick 2000, 2004)

I parser: bottom-up chart parser establishes relations to
check agreement, case and global well-formedness

I Content Analysis:
I shallow semantic matching strategies between student

answer and target, cf. Content Assessment Module
(Bailey and Meurers 2006)
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Our requirements for the NLP architecture

I Allow the analysis manager to flexibly employ NLP
modules relevant to a particular activity.
(→ main topic in the following)

I Flexible control also relevant from NLP perspective, to
support interleaving of contributions from modules, e.g.:

I part-of-speech ambiguity in Portuguese: a can be a
I preposition (to)
I pronoun (her, clitic direct object)
I article (the, feminine singular)
I abbreviation (association, alcoholic, etc.)

I tokenization can resolve some part-of-speech ambiguities:
I da = de + a (article)
I vê-la = ver + a (clitic pronoun)
I à = a (preposition) + a (article)
I A.A.A. = Associação dos Alcólicos Anônimos

→ TAGARELA tokenizer annotates some part-of-speech
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Annotation-based processing

I To support a flexible control structure, the data
structures serving as input and as output for the
analysis modules need to be uniform and explicit.

I NLP analysis = a process of enriching the learner input
with annotations (parallel to corpus annotation).

I The same data structure, the learner input annotated
with information, is accessed throughout.

I Closely related idea: Common Analysis System (CAS,
Götz and Suhre 2004) of the Unstructured Information
Management Architecture (UIMA).

I Which annotation module needs to be called when
can be determined automatically by a controller using
the input and output specifications of each module.

I Currently this is hand-coded, but we are planning to
realize a demand-driven controller in UIMA.
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General Characteristics of Activities

Activities can be characterized and differ in:
I task specification, e.g.:

I listen, read, write, comment, complete
I level, e.g.:

I basic, intermediate, advanced
I expected input, e.g.:

I word, phrase, sentence

I nature and availability of target responses and type of
variation from target that is permitted

I required skills and abilities, e.g.:
I strategies needed (e.g., scanning, summarizing, grouping)
I amount of content manipulation required
I required awareness of linguistic categories and rules

I pedagogical goals behind activity and feedback provided:
I generally: improve the required skills and abilities
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Where it matters for processing

I General claim: The NLP analysis and feedback
generation depend on the specific activity (type).

I The information from the activity model has an impact on

I Property Identification:
I Which linguistic properties (incl. errors) of the learner

input can be observed in a given activity?

I Property Selection: Which of the obtained properties
does it select as error cause (or other relevant aspect)?

I Which of the identified errors should be the focus of the
feedback given activity and its specific pedagogical goals?

I Which of the identified properties is most likely to
provide a reliable assessment?

I Feedback Strategy: Which strategy does it chose? E.g.:
I explicit feedback on form for FIBs
I scaffolding for reading comprehension (i.e., encouraging

the use of required strategies)
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Property identification in TAGARELA

I In TAGARELA, different activity types require different
linguistic information to analyze student’s input:

I FIB: spell-checking, lexical information
I Rephrasing: as above + syntactic processing and basic

content assessment (correct answer, token matcher)
I Reading: as above + all content analysis modules

I Why not always run everything?
I “Don’t guess what you know”
I The more we know the linguistic properties, the types of

variation, and the potential errors NLP needs to detect,
I the more specific information we can diagnose
I with higher reliability.
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From variation between activity types to
variation within an activity type

Reading comprehension questions in TAGARELA all take
full sentences as answers, yet are heterogeneous in terms
of processing and feedback:

I Type 1: Text Identity
I student required to: identify answer in text
I content analysis: string match

I Type 2: Information Extraction
I student required to: extract information from text
I content analysis: token match

I Type 3: Inference
I student required to: deduce information from text
I content analysis: concept (and relation) matching
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Type 1: Identify answer in text
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Type 2: Extract information from text
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Type 3: Infer information based on text
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Example Feedback for Type 1 Task
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Example Problematic Feedback for Type 3 Task
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Summary
I We discussed what we believe is needed to develop

ICALL systems which
I integrate a wider range of activity types,
I resulting in learner input of a heterogeneous nature,
I which should be evaluated on different criteria
I with the feedback also depending on the learner history?

I ICALL architectures would benefit from
I viewing the NLP modules as enriching the input with

annotations, and
I giving the activity model control over which annotations

can or must be provided in a demand-driven architecture

I In the future, we plan to
I port system to UIMA as a free, robust, large-scale platform
I derive control automatically from the input-/output

specification provided with each NLP module
I specify more fine-grained activity models supporting

finer-grained analyses and feedback distinctions
I work on a wider range of activity types
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