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Introduction

• Schools going digital is a common topic in public discourse, e.g.:

Computers in all schools, all students at the computers –
this is the program the ministers of education want to
realize quickly. [Spiegel No. 47 / 18.11.1984]
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In foreign language education, computers are being used

• to increase motivation through authentic, multimedia material
- authentic language material from the target language context (websites, audios, videos)
- curated language learning material

• to support communication with native speakers (using audio, video)
- asynchronous, e.g., Email, . . .
- synchronous or asynchronous, e.g., Skype, WhatsApp, Snapchat, . . .

• to mechanically practice vocabulary and grammar
- mechanically = without modeling the learner, providing feedback

→ Computer are used to provide and exchange information & materials.
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Beyond computers as digital materials

• More recently, Artificial Intelligence (AI) has become a
popular buzzword in Education

- esp. related to ChatGPT,
- but usually illustrated with robots.

• What is AI and what opportunities can it potentially
provide for (foreign language) education?
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What is Artificial Intelligence?

• AI = imitating abilities with the computer for which a human needs intelligence

• traditional AI approach, since the 50s: make knowledge and rules explicit
- successful: e.g., Deep Blue beat chess world champion Garry Kasparov in 1997
- limited: knowledge and rules not widely available & lack of robustness

• machine learning approach, since the 80s: systems learning from data
- successful: (only) where a lot of data is available
- limited: to make predictions, labeled training data is needed
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What is Artificial Intelligence? (II)

• AI is increasingly used in practice since 2011: digital voice assistant Siri
- typically hybrid approaches (“Don’t guess if you know.”)
- digital assistants, dialog systems in cars, machine translation, recommender systems

• Self-supervised machine learning approach using deep neural networks (ChatGPT, etc.)
- challenge: requires machine learning of billions of parameters
- idea: use texts as “labeled” training data by predicting masked words
- result: Large Language Models (LLM) trained on ≈ a billion words for GPT in 2018 to ≈ a trillion now

Note: LLMs know about the world only through the language that they learn to predict.

“The boundaries of my language are the boundaries of my world.” (Wittgenstein)
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Large Language Models in Practice: ChatGPT

• What can we already do with large language models?

• Potentially interesting opportunities for education.
- Prompts support generating texts and dialogues

→ generating learning activities (and solving them)
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Limitations of Large Language Models

Being based on likely language sequences, systems such as ChatGPT cannot systematically

• provide reliable knowledge: GPT “hallucinates” whatever is needed to produce
well-formed language

• perform abstractions: linguistic analysis, logical inferences

• detach from the social and cultural context of the language trained on → bias

• model learners and how to adaptively foster learning
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Limitations: Linguistic analysis (II)



Limitations: Bias



Limitations: Bias (II)
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Towards AI-based tools for foreign language learning

• Digitalization and AI are not values in themselves – it is essential to consider
- what concretely we want to facilitate,
- to solve which real desiderata of the educational context,
- based on which scientific insights into learning and teaching (SLA, psychology, pedagogy, . . . ).
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What do we want to facilitate?

• Interactivity
- facilitate interactive activities and tutorial dialogue
- provide feedback, stepwise leading to successful task completion

• Adaptivity
- provide materials at the learner’s level (by searching/generating)

⇒ How? It requires AI methods to
- analyze and generate language
- model learners and their development towards the curricular learning goals
- analyze and generate adaptive learning activities

⇒ Why? To support individual learners (and teachers)
- How is this grounded in research on the mechanisms of foreign language learning?
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Research on Foreign Language Teaching & Learning

• Systematic Second Language Acquisition Research (SLA)
- since the 60s (Corder 1967; Selinker 1972)
- recognized as a discipline since around Larsen-Freeman (2000)
- foundational SLA research, Instructed SLA (ISLA), Foreign Language Teaching and Learning (FLTL)

• Goal is to understand factors and mechanisms involved in SLA
- and to make use of them for effective teaching and learning

• What key factors have been identified, and how can digitalization become relevant for those?
- Input
- Noticing and Focus-on-Form
- Practice, Feedback
- Output, Interaction

and the importance of Individual Differences in all of this.
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Key Factors: Input

• Input Hypothesis (Krashen 1985)

- access to comprehensible input at i+1 is essential
- input should be one step more complex than the interlanguage of the learner

⇒ AI-based digital tools can help us search for i+1 input:
- SyB: Syntactic Benchmark (http://complexity.schule, Chen & Meurers 2019)
- FLAIR (http://flair.schule, Chinkina & Meurers 2016)
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SyB: Syntactic Benchmark (http://complexity.schule, Chen & Meurers 2017)
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From research to a tool useful in practice

• An exclusive focus on adaptive input is too academic.

+ Support adaptive selection of material that is rich in developmentally proximal language.
→ Enable teachers to specify overall proficiency level and pedagogically-focused linguistic target forms.

+ Support motivating reading tasks for learners!
→ Enable learners to search for texts that fit their individual interests!

⇒ FLAIR: Form-focused Linguistically Aware Information Retrieval
- global complexity classification according to GER A1–C2.
- identification of all language means on the official school curriculum for English
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FLAIR Search Engine (http://flair.schule, Chinkina & Meurers 2016)
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FLAIR: analyzed search results



FLAIR: enriching pedagogically targeted language means



FLAIR: exporting selected text
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Key Factors: Noticing and Focus-on-Form

• Input alone only results in Basic Varieties (Klein & Perdue 1997).

• Some attention to forms crucial: Noticing Hypothesis (Schmidt 1995)

• Foreign language learners need a Focus-on-Form (Long 1991; Lightbown 1998).
- Why? to overcome partial or missing competencies
- How? Input enhancement to increase salience (Sharwood Smith 1993)

⇒ AI-based digital tools can support Input Enhancement (IE):
⇒ Visual Input Enhancement of the Web (Meurers et al. 2010)

⇒ Functional IE: Generation of questions targeting sentences with relevant forms (Chinkina & Meurers 2017)
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Source: http://news.bbc.co.uk/2/hi/5277090.stm
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Visual Input Enhancement Example: Making Prepositions Salient

Source: http://news.bbc.co.uk/2/hi/5277090.stm
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Input enhancement supporting young readers (COAST, Holz et al. 2018)
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Key Factors: Practice and Feedback

• Skill Acquisition Theory (DeKeyser 2005)

- Teaching provides declarative knowledge, then practice is needed for automated, proceduralized skills.
- Goal: fluent ability that does not bind attention

• Feedback is one of the most effective factors in supporting learning (Hattie & Timperley 2007).

• How can students effectively practice, given the large individual differences?
- Without adaptive activity selection and scaffolding feedback at home, effective practice is not possible.

• How can students receive activities at their level and feedback?
- limited time with teachers
- dependence on support at home bad for educational equity

⇒ Intelligent tutoring system: FeedBook (Rudzewitz et al. 2017; Meurers et al. 2019)
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From printed workbook to AI-based FeedBook

AUSGANGS-
PUNKT
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FeedBook: Feedback on language forms



FeedBook: Feedback on language forms



FeedBook: Feedback on language meaning and forms
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What does the FeedBook offer?

• immediate, supportive feedback that guides students towards understanding

• Automatic analysis with AI methods instead of manual coding for each activity or submission.
- 188 different feedback types to tenses, comparatives, relative & reflexive pronouns, gerunds,

passives, conditionals, (in)direct speech.
- covers all language means of the 7th grade English curriculum
- Each new task entered by the editor is immediately interactive.

• Is this effective in a real-life school context?
- First randomized trial (RCT) with Intelligent Language Tutoring System in Germany (Meurers et al. 2019).

- regular English classes, but FeedBook replaces printed workbook and
within-class randomization: children receive specific feedback on different grammar topics

⇒ 63% higher learning gains for specific feedback condition (Cohen’s d = 0.56)
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A clear win-win situation

• Students
+ receive individualized support while practicing → 63% learning improvement
+ at their level → automatic internal differentiation
+ regardless of family characteristics → educational equity

• Teachers
+ have a reduced burden to provide written feedback
+ can rely on internally differentiated practice without additional effort
+ can work in class with better-prepared students
+ are better informed about abilities of individuals and class

• Researchers in authentic settings can investigate the effects of
+ different types of feedback, exercise types, learning targets given individual learner differences

• Textbook authors and curricular designers
+ learner & activity analytics enable systematic, empirically-based improvement of materials & curriculum
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Learner model: What do I know & what should I work on?
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Learner model: How about the past tense?
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Learner Model: What should I work on?
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Learner Model: What are my most common errors?
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Activity model identifies typical student misconceptions
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Activity model: Is this activity effective for learning?
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Activity model: Yes, this activity is effective for this population
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Integration of individual practice & teacher-orchestrated task-based class?

• Organize exercises so they empower learners to participate in the functional tasks.
- improves acceptance of practice as pre-task activities in a task-based curriculum
- fosters intrinsic motivation of students

• RCT with 847 students: higher learning gains for task-based dashboard (Parrisius et al. in prep).
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Task-oriented vocabulary practice (Santhi Ponnusamy & Meurers 2021)

• How can we support learners in reading any texts they are interested in?

• To read and understand a text, about 98% of words must be known.
- Special editions of texts for foreign language learners are lexically annotated.

• Treat vocabulary learning like a pre-task activity for the task of reading a book.

• Goal: systematically introduce learners to the lexical material they need
- automatically derive the structured, semantically organized vocabulary space

to organize learning efficiently

- support individual learner models, with preactivation using proficiency level

- contextualize lexical learning using sentences from the book of interest

41/47 Detmar Meurers: “Linking Second Language Acquisition Research and Digital Language Learning” April 28, 2023



Introduction AI ChatGPT SLA/FLTL Input Noticing Practice & Feedback Interaction & Output Summary

Generating the lexical graph for a book

• Given a book, the graph is automatically derived from the semantic vector representation
(GloVE) of the word families.
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Learning activity generation

• Vocabulary practice and testing uses generated multi-gap activities (Zesch & Melamud 2014).
- Sentences taken from book, ranked using GDEX (Kilgarriff et al. 2008).
- Distractors automatically selected from graph based on semantic similarity range.
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Recording learning in the learner model

• The learner model is an overlay on the book’s graph representation.

• When learner completes activities, node
activation changes & propagates through graph.

→ support faster, systematic learning of words
relevant for understanding the book
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Key Factors: Interaction and Output

• Interaction is central for language development (Vygotsky 1986; Lantoff & Appel 1994)

- Learning results from interacting with a learner in their Zone of Proximal Development (ZPD)
- Partner scaffolds learner development.

• Output hypothesis (Swain 2005)

- only language production requires full specification
- since understanding of input can rely on “good enough” processing
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Interaction in dialogue with spoken language: AISLA (Chen et al. 2022)

46/47 Detmar Meurers: “Linking Second Language Acquisition Research and Digital Language Learning” April 28, 2023



Introduction AI ChatGPT SLA/FLTL Input Noticing Practice & Feedback Interaction & Output Summary

Summary

• Digital tools can support a range of aspects of Foreign Language Teaching based on
mechanisms established by SLA research:

- input adapted to the learner level supporting input enrichment & enhancement fostering noticing
- adaptive practice with scaffolding feedback
- interaction and output

• Such tools require AI methods to
- analyze and generate language
- model learners, activities and curricular learning goals

• Integrating such AI-based tools into educational practice can support the empirical
evaluation of tools & underlying research in authentic, ecologically valid contexts to

- effectively support students with scaffolding feedback (Meurers et al. 2019)
- better inform teachers about the learning progress and reduce their work load
- improve materials and curricula
- advance our understanding of second language acquisition
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