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This research exploits the English and Dutch CELEX lexical database to investigate the form similarity relations between words. Lexical statistics analyses replicate and extend the findings of Landauer and Streeter (1973) concerning the relation between a word’s frequency and the density and frequency of its similarity neighborhood. The results for both Dutch and English reveal only a weak tendency for high-frequency written and spoken words to have more neighbors than rare words and for these neighbors to be more frequent than those of rare words. However, the number of neighbors was found to correlate more highly with bigram frequency than with word frequency. To clarify the relations between these properties, a stochastic model is presented which captures the relevant effects of phonotactic structure on neighborhood similarities. The implications of these findings for models of language production and comprehension are considered.

Research in lexical processing suggests that the identification of any given word-form in the mental lexicon depends not just on the evidence in the signal for the word itself, but also on existence in the lexicon of other words that are similar in form to the target. The influence of these lexical competitors or neighbors upon word recognition is expressed in one way or another in most models of word recognition. Indeed, in theoretical accounts of word recognition for both the spoken (Luce, (1986); Marslen-Wilson & Welsh, (1978); Marslen-Wilson, (1987) and the visual (Grainger, (1990); Humphreys, Evett, & Quilian, (1987)) domain, the perceptual choice made in recognizing a target word is assumed to be conditioned by the target’s competitor environment. The exact definition of the members of the competitor set and the competitor’s influence upon word recognition—which both may differ across modality—is still under intense experimental investigation.

If indeed, the timing of the word recognition processes can only be understood with reference to the set of lexical choices which a listener (or a reader) must discriminate, then research into these processes will have to be based on a proper description and understanding of this set. The description of the on-line lexical search space requires the statistical analysis of lexical databases that accurately represent the current state of the language. Analyses of computerized lexical databases can thus provide us with detailed characterizations of the structural and distributional properties of the words in a language. Such characterizations are essential for assessing the con-
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sequences of various hypotheses and experimental results concerning lexical processing and representation.

Landauer and Streeter (1973) were among the first to study the distribution of words in the lexicon as represented in a lexical database. They defined a similarity neighborhood within the lexicon as that set of words or neighbors from which a given target word cannot be distinguished when there is a specific loss of information (a single letter substitution in their study) about this target word. Two different properties of the similarity neighborhoods were examined: neighborhood density—the number of neighbors of a word—and neighborhood frequency—the frequency of these neighbors. In their analysis, Landauer and Streeter (L & S) compared the similarity neighborhoods of common (frequency greater than 75 occurrences per million in Kučera & Francis (1967)) and rare (one occurrence per million) written English words to test the assumption that these two classes of words do not differ in their similarity neighborhoods. Neighbors were defined as those words that differed from the target by a single letter in any position (e.g., fun, sin, and sum are all neighbors of sun). Using this definition, they contrasted the similarity neighborhoods of 50 common and rare English four-letter words. They found that common and rare words were not equivalent in either the density or in the frequency of their neighborhoods; common words had more neighbors than rare words, and the mean frequency of the neighbors of common words was higher than that of the neighbors of rare words.

This finding that common and rare words occupy, on average, different similarity neighborhoods has some important consequences for word recognition research. As L & S pointed out, these results argue against the perceptual equivalence hypothesis, according to which high- and low-frequency words do not differ from each other in any dimensions other than word frequency itself. Common words were shown to have different similarity neighborhoods than rare words. These observed differences in the similarity neighborhoods are hard to reconcile with the well-known word frequency effect (Gardner, Rothkopf, Lapan, & Lafferty, 1987; Rubenstein & Pollack, 1963; Whaley, 1978). According to most accounts of word recognition, the efficiency and speed with which a given word can be recognized is a function of how easily it can be discriminated from its neighbors. This discrimination has been argued (Luce, 1986) to depend upon the number and frequency of the word’s neighbors; the more neighbors and the more frequent these neighbors, the slower and more difficult the recognition process is. If, as the results of L & S suggest, high-frequency words have more neighbors that are themselves high frequency, then we would incorrectly predict that high-frequency words are harder to identify than low-frequency words. This apparent conflict between word frequency and the properties of the similarity neighborhoods constitutes an apparent paradox as has been pointed out by L & S and by Nusbaum (1985). It also raises the more fundamental question of how neighborhood density and neighborhood frequency influence the time course of lexical processing.

Given the important implications of these results for current theorizing about the similarity structure of the lexicon and the processes of word recognition, it is essential that these facts about lexical neighborhoods be established clearly. Closer examination of the L & S study reveals several shortcomings that may undermine its reliability. First, it was based upon relatively small samples of words; L & S arbitrarily limited their analysis of 50 randomly selected words of the 260 possible in the frequency classes they defined. Second, their analysis was restricted to only a single length (four letters). Third, the neighborhoods of words in only two frequency ranges were examined. By restricting the analyses in this fashion, the authors were
unable to document the changes in similarity neighborhoods across the entire frequency range and therefore could not shed light on the more general relationship between frequency and similarity neighborhoods. Fourth, the two properties of similarity neighborhoods (neighborhood density and neighborhood frequency) were analyzed separately. An analysis combining the two measures into one global measure may provide more insight into similarity neighborhoods, as we will show below. Lastly, they restricted their analysis to written words.

More recently, however, Pisoni, Nusbaum, Luce, and Slowiacek (1985) reported on a study that compared the similarity neighborhoods of common and rare spoken words. Their study improved on the original L & S study in two ways. First, it expanded on this study by analyzing words of different lengths (ranging from one to eight phonemes) rather than using one single length. Second, it characterized lexical neighborhoods with an additional measure based on the Luce-choice rule that incorporated both neighborhood frequency and density. One major defect of the study was its use of a very restricted high-frequency range (above 1000 per million). This definition had the negative consequence of producing extremely small samples (2, 36, 39, 14, and 1 item(s) for common words with lengths 1 to 5, respectively).

The results of the Pisoni et al. study only partially replicated the pattern obtained by L & S. On the whole, their results for neighborhood density were quite different. High-frequency words did not have more neighbors than low-frequency words for any of the lengths examined—if anything, the difference went in the other direction (although none of the differences were tested statistically). The mean neighborhood frequency of common words was higher than that of rare words for the two shortest lengths examined (two and three phoneme words).

The divergent pattern of results obtained for visual and auditory neighborhoods may be due in large part to differences in the methodology adopted in the two respective studies. Most importantly, the frequency ranges examined in the two studies were very different. The frequency ranges of rare words in the two studies did not overlap and the set of common words included by Pisoni et al. (1985) represented only a small subset of the words analyzed by L & S. If the properties of similarity neighborhoods of frequent and infrequent words do depend on the specific frequency ranges adopted, then some serious doubts about the generality and robustness of the original L & S findings must be raised.

The first objective of this paper is to test the validity of the L & S findings concerning the relation between a written word's frequency and its similarity neighborhood. We first replicate the L & S study with the CELEX database. To deal with the limitations of their study, we then conduct a more complete and systematic analysis of the similarity neighborhoods of English written words of different lengths across the entire frequency distribution. This analysis provides a test of the generality of the L & S findings which were restricted to a single length and two frequency ranges.

Our second objective is to establish whether the neighborhood properties of written and spoken words actually differ as the Pisoni et al. results suggest. We present an analysis of spoken words, repeating the procedure used by these authors. Later we compare the similarity neighborhoods of English phonological forms of different lengths across the entire frequency range using the same procedure as for orthographic neighborhoods.

Under Similarity Neighborhoods of Dutch Words we examine the cross-linguistic generality of the findings concerning the similarity neighborhoods of English spoken and written words, turning our attention to another language in the CELEX database, Dutch. An analysis of the similar-
ity neighborhoods of orthographic and phonological forms in Dutch allows us to compare the two languages.

The goal of Probabilistic Aspects of Lexical Density is to get a better picture of the similarity neighborhoods of words the listener or reader normally encounters. To do so we move from the type-based analyses adopted in the previous sections to a token-based analysis. This allows us to compute the probability that a listener will be confronted with words with a particular similarity neighborhood and, more generally, to assess the probability of identification of words in the lexicon. Furthermore, we present a unifying analysis in which the relation between word frequency, number of neighbors, neighborhood frequency and bigram frequency are examined in terms of a Markov model. The implications of these findings for lexical processing are discussed under the General Discussion.

The analyses reported here all exploited the CELEX lexical databases (Baayen, 1991b; Burnage, 1988) for English and Dutch. Here is a short description of each database.

English: The English database (V1.0) is drawn from several different sources. It constitutes the overlap of the Ascot version of the Longman dictionary of Contemporary English and the Oxford Advanced Learner’s Dictionary. It includes 80,531 word forms with 29,967 lemmas. The token frequencies are those of the Collins/Cobuild frequency count of the 17,979,343-word corpus of current English compiled at the University of Birmingham over the past few years.

Dutch: The Dutch database (V3.1) contains 124,136 Dutch lemmas and 381,292 word forms. Its frequency counts are derived from the 42,380,000-word token corpus of the Institute for Dutch Lexicology in Leiden. This corpus was taken from 835 different contemporary texts. Note that, since compounds in Dutch are written without intervening blanks, the number of lemmas in the Dutch database is much larger than the number of lemmas in the English database.

**Similarity Neighborhoods of English Words**

In this section, we examine the neighborhood density and frequency of English written and spoken words.

**L & S Replication for Orthographic Neighborhoods**

**Method**

The original L & S study was based on the 1,000,000-token frequency counts of Kućera and Francis (1967). The CELEX frequency counts, in contrast, are based on 18,000,000 English tokens. In order to make a more direct comparison with the L & S study possible, 1,000,000 tokens were sampled (without replacement) from the 18,000,000 tokens of the English corpus.¹ For each type in this smaller sample, the token frequency was obtained. The resulting scaled-down English database was used to replicate the L & S results.

All the four letter words falling into the common (frequency ≥ 76/1,000,000) and rare (frequency = 1/1,000,000) frequency classes used by L & S were selected from the reduced database along with their frequency. This database produced 278 rare words and 285 common words. It should be noted that the size of the resulting frequency classes corresponds closely to that obtained by L & S (260 rare and 260 common words).

The procedure used was essentially the same as that employed in the L & S study.

¹ The reduction procedure used here is virtually identical to Muller’s (Muller, 1977) reduction method. The process of sampling without replacement can be viewed as an attempt to construct a smaller corpus on the basis of a random selection of the texts which constitute the original corpus. There is some evidence (see e.g., Brunet (1978)) that these methods tend to overestimate the number of types in the reduced sample. This is undoubtedly due to the fact that the method builds on the incorrect assumption that words occur independently in texts. Nevertheless, this is the most reliable method available for scaling down corpora (see e.g., Khamaladze & Chitashvili, 1989).
The N-count neighborhood definition was used. Thus, all words that differed from a given word in a single letter in any position were counted as neighbors. However, all the words in the two frequency ranges were analyzed, unlike the L & S study which only used a random sample of 50 words from each class. For each word in the two frequency classes, the number of neighbors and the mean of the frequencies of these neighbors were computed. From these values both the mean and median number of neighbors and the mean and median of the (mean) neighborhood frequencies were computed for the two frequency classes.

Results

The results of our replication study with the CELEX database are displayed in Table 1. We can see that common and rare words do differ in their similarity neighborhoods as the original study suggested. Common four-letter words have more neighbors than do rare words. This difference between the two word classes was significant by the Mann–Whitney U test \( Z = 4.26, p < .001 \). Further, the neighbors of common words were more frequent than those of rare words.\(^2\)

Discussion

While this analysis provides a useful replication, it necessarily suffers from the same defects as the original study. By restricting the analysis to two frequency ranges, we cannot assess the overall relation between word frequency and the properties of the similarity neighborhood. Fur-\(^2\)thermore, the choice of a broad frequency range (≥75) for common words makes it impossible to determine how neighborhood density varies within this large class. To determine more systematically how neighborhood density and neighborhood frequency vary with word frequency, we conducted a neighborhood analysis for the full frequency distribution. By comparing the properties of the similarity neighborhoods across the complete frequency range, we hoped to get a more precise picture of the relationship between these important variables. In addition, we decided to study words of different length (three to eight letters) to investigate how the relation between word frequency and neighborhood properties varied with word length.

\[ \text{English Orthographic Neighborhood Analysis} \]

Method

All English word forms, ranging in length from three to eight letters, were selected from the CELEX database for English. These words were of diverse morphological structure: base, inflected, and derived forms. For each word the number of neighbors and the mean of the logarithmic transform of the frequencies of these neighbors were calculated. The frequencies were based on an 18,000,000 English token count. Neighbors were again defined as those words that differed from the target by
TABLE 2
FREQUENCY CLASSIFICATION BASED ON MARTIN (1983)

<table>
<thead>
<tr>
<th>Class</th>
<th>Characterization</th>
<th>Definition</th>
<th>Cobuild frequency ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Very frequent/common</td>
<td>( f \geq 1:1,000 )</td>
<td>( f \geq 1800 )</td>
</tr>
<tr>
<td>2</td>
<td>Frequent/common</td>
<td>( 1:100,000 \leq f &lt; 1:10,000 )</td>
<td>( 180 \leq f &lt; 1800 )</td>
</tr>
<tr>
<td>3</td>
<td>Upper neutral</td>
<td>( 1:500,000 \leq f &lt; 1:100,000 )</td>
<td>( 36 \leq f &lt; 180 )</td>
</tr>
<tr>
<td>4</td>
<td>Lower neutral</td>
<td>( 1:1,000,000 \leq f &lt; 1:500,000 )</td>
<td>( 18 \leq f &lt; 36 )</td>
</tr>
<tr>
<td>5</td>
<td>Rare</td>
<td>( 1:10,000,000 \leq f &lt; 1:1,000,000 )</td>
<td>( 2 \leq f &lt; 18 )</td>
</tr>
<tr>
<td>6</td>
<td>Extremely rare</td>
<td>( f &lt; 1:10,000,000 )</td>
<td>( f = 1 )</td>
</tr>
</tbody>
</table>

only a one letter substitution in any position. In order to gain insight into the relation between word frequency and the similarity neighborhood structure for the full frequency range, we assigned each word to one of the six frequency classes listed in Table 2. This frequency classification is based on that proposed by Martin (1983, 1988). Martin’s frequency classification is especially useful here because it also takes into account some psycholinguistic results on the subjective perception of frequency differences (Shapiro, 1969), building on work by Carroll (1967, 1969) on the lognormal model for word frequency distributions. As such it is the best motivated frequency classification that has come to our attention. However, since the corpora underlying the present investigations are very much larger than the 1,000,000-word corpora for which Martin developed his classification, we have subdivided Martin’s lower two frequency classes into upper neutral and lower neutral and rare and extremely rare, respectively. This allows us to study the lower frequency ranges in more detail.

Results

The analysis of the neighborhood properties of four-letter words will be presented first to allow a comparison with the replication study just reported. The results of the analysis of neighborhood density are summarized in Fig. 1. The results revealed a gradual increase in both the mean and the median number of neighbors as a function of word frequency. The lowest frequency class showed the lowest density values (median 5.0; mean 6.16) and the two upper frequency ranges showed the highest values (median: 9.0, 8.5; mean 9.15, 8.68), with the intermediate ranges falling somewhere in between (median: 6.0, 8.0, 8.0; and mean: 7.18, 7.88, 7.95). The boxplot also reveals a large amount of variance in the separate classes. Although the highest frequency class appears with the higher median (or mean) number of neighbors when compared with the lowest frequency class, many low-frequency words exist with a high number of neighbors and vice-versa. This suggests that the correlation between word frequency and neighborhood density is rather weak.

To gain further insight into how frequency and number of neighbors are correlated, we made use of the WARPing approximation to the Nadaraya-Watson estimate for nonparametric kernel regression smoothing (Haerdle, 1991, 123–143). This nonparametric regression technique was used in light of the decided nonnormality of the marginal distributions. Using the \( \chi^2 \) test to evaluate the goodness-of-fit of the normal distribution it was found that the word frequency, logarithmically transformed, is highly unlikely to be normally distributed \( (\chi^2 = 76.78, df = 22, p < .0001) \). The same holds for the number of neighbors \( (\chi^2 = 193.02, df = 23, p < .0001) \).
Fig. 1. Boxplots showing the number of neighbors \( d \) for six frequency classes (FC) of Table 2 for English four-letter word forms. The plot lists the median, the upper and lower quartiles, and the most extreme data points within 1.5 of the IQR of the upper and lower quartiles by means of horizontal lines. Outliers are represented by dots. The arithmetic mean is represented by a dotted line.

The scatterplot and the regression curve corresponding to Fig. 1, with the independent variable, word frequency, on the horizontal axis and the dependent variable, number of neighbors, on the vertical axis. The word frequencies were transformed logarithmically to reduce the effect of outliers.

Figure 2 reveals the same trend as Fig. 1, although the downward curvature for the higher frequency word appears to be more pronounced than suggested by the slight lowering of mean and median observable for the highest frequency class in Fig. 1. Evidently, the positive correlation reported by L & S for frequency and number of neighbors is reversed for the highest-frequency types. Because L & S compared means and medians for extreme frequency classes (logarithmically transformed: [0.0; 2.89] and [7.22, \( \infty \)]), they failed to observe this downward trend for their class of common words, probably because the majority of their common types appeared at the lower end of this frequency range (see Fig. 2).

We can test whether the main trend for the number of neighbors to increase with type frequency is significant using the Spearman rank correlation coefficient \( r_s \). Interestingly, word frequency and neighborhood density emerge as being significantly correlated \((r_s = .16, \text{which is statistically highly significant} \ (p < .0001) \text{for 2151 degrees of freedom})\). However, the huge scatter shown in Fig. 2 considerably reduces the potential importance of the neighborhood density effect. In fact, the amount of variance explained for the rank-based transform of the data is only \( r^2_s = .026 \). We are forced to conclude that (i) the neighborhood density effect reported by L & S, even though it is significantly present, is extremely weak, and (ii) that the positive correlation is reversed for the 300-odd highest-frequency types.

5 The regression curve of Fig. 2 was obtained using an Epanechnikov Kernel. For bin width \( \delta = .5 \) the optimal cross-validation score was obtained for window width \( h = 2.5 \) (see Haerdle, 1991, pp. 151-171). This is the window width underlying Fig. 2.

6 It is also possible to use the Pearson correlation coefficient \( r \). For the present data \( r \) equals .1370. The estimated slope of the associated regression line is .026. Note that the amount of variation explained by the linear regression of neighborhood density on (log) target frequency is even less \( (r^2 = .019) \) than in the case of the rank-coded transform of the data \( (r^2_s = .026) \). Also note that the slope of the linear regression line suggests a weaker neighborhood density effect (an increase from \( E(Y|X = 1) = 7.98 \) to only \( E(Y|X = 12) = 8.30 \)) than the nonlinear effect which emerges from Fig. 2. However, due to the nonnormality of both marginal distributions, we cannot use \( r \) to ascertain whether the observed correlation is significant. Hence we have opted for carrying out our analyses in terms of \( r_s \).
The neighborhood frequency effects were analyzed in a slightly different way than was done in the L & S study. To avoid the problem of nonindependence between word frequency and (mean) neighborhood frequency (see footnote 2), we focused on the relation between the number of neighbors of words and the mean of the logarithmically transformed frequencies of their neighbors.

Figure 3 presents the scatterplot and the corresponding nonparametric regression line for English orthographical word forms of length 4. Figure 3 suggests that neighborhood frequency increases slightly as a function of the number of neighbors \( E[Y|X = 1] = 4.50, E[Y|X = 24] = 4.89 \). As in the case of a neighborhood density effect, we can test whether this slight increase is significant. The Spearman rank-order correlation coefficient for these neighborhood frequency data equals \( r_s = .115 (df = 2067, p < .0001) \). As before, we are dealing with a very weak but statistically significant correlation.\(^7\)

\( \^7\) The regression curve of Fig. 3 was obtained using an Epanechnikov Kernel. For bin width \( \delta = 1 \) the optimal cross-validation score was obtained for window width \( h = 6 \). This is the window width underlying Fig. 3.

\( \^8\) The Pearson correlation coefficient for these data equals .083, the amount of variance being explained by the regression analysis being .007. The estimated slope of the regression line is slightly less than that of the nonparametric regression line of Fig. 3 (.0035 versus .0172). Note that the heteroskedasticity in the data renders the interpretation of \( r \) somewhat problematic. Since both marginal distributions are decidedly non-normal \( \chi^2_{iv} = 149.16, p = .0001 \) for the number of neighbors (hermits excluded), \( \chi^2_{iv} = 411.24, p = .0001 \) for the mean log neighborhood frequency), again no significance testing can be carried out on the basis of \( r \).

We performed the same analyses of the similarity neighborhoods for words of other lengths (three, five, six, seven, and eight letters). The results of these analyses are summarized in Figs. 4 and 5 in terms of the nonparametric regression curves. Figure 4 shows that the neighborhood density effects were the strongest for words with three and four letters. The number of neighbors first increases with log word frequency and then decreases. Note that the curves for words with five or more letters are nearly flat, showing that there is no density effect here. Turning to the neighborhood frequency effect as plotted in Fig. 5, we find that only four-letter words evidence a small but steady increase in mean neighborhood frequency as the number of neighbors increases. Both the density and frequency effects become weaker as word length increases.

Table 3 summarizes the corresponding Spearman rank-order correlation coefficients. What we find is that there is no significant density correlation for word length 3, and that the density correlations for lengths 5–8 are so weak that their relevance becomes highly doubtful, even though they are statistically significant. The four-letter words show up with a significantly stronger...
correlation than the six- and seven-letter words.\textsuperscript{9}

The downward curvature at the right hand side of the regression curve of orthographic four-letter word forms requires further investigation. We examined whether this downward curvature is due to closed class words which dominate the highest frequency range. Figure 6 shows that the closed class words, represented by small circles, dominate the high frequency ranges and are responsible for the downward curvature of the regression line observable for words with log frequency exceeding 8. Although there are not too many open class types with higher frequencies, the regression line for open class words only, also plotted in Fig. 6, has roughly the same slope for the whole frequency range. Not surprisingly, the corresponding rank-order correlation coefficient is slightly higher ($r_s = .2110$).\textsuperscript{10}

Turning to the neighborhood frequency effect, the only significant correlations at the .01 level appear for word lengths 4 and 7. Again the four-letter words show up with higher correlations than the three-, five-, and six-letter words.\textsuperscript{11} Interestingly, the upward curvature of the regression line of words of length 7 is entirely due to the presence of large numbers of words with the extremely productive suffix \textit{-ing}. Of all seven-letter words with more than five neighbors, 70% end in \textit{-ing} and more than 90\% of all types with more than eight neighbors similarly contain this suffix. In fact, when all words ending in \textit{-ing}, which can only be neighbors among themselves, are removed from the set of seven-letter words, no significant neighborhood frequency effect remains ($r_s = .0037$, $p = .093$). The same holds for the neighborhood density effect for seven-letter words, where $r_s$ assumes its lowest value: removal of targets ending in \textit{-ing} lowers $r_s$ from .046 to .026, which is no longer significant at the 1\% level ($p = .0347$ instead of .0001). This suggests that the neighborhood effects found for seven-letter words are due to the presence of these effects for the four-letter verbs to which \textit{-ing} attaches. Note that the only other significant neighborhood fre-

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\multicolumn{7}{|c|}{TABLE 3} \\
\multicolumn{7}{|c|}{Spearman Rank-Order Neighborhood Density (Word Frequency and Number of Neighbors) and Neighborhood Frequency (Number of Neighbors and Mean Neighborhood Frequency) Correlation Coefficients, Significance Levels $p$ and Number of Observations $n$ for English Orthographical Word Forms of Length 3-8} \\
\hline
\multicolumn{3}{|c|}{Density} & \multicolumn{3}{|c|}{Frequency} \\
\hline
Length & $r_s$ & $p$ & $n$ & $r_s$ & $p$ & $n$ \\
\hline
3 & 0.052 & 0.056 & 554 & -0.012 & 0.787 & 542 \\
4 & 0.156 & 0.000 & 2153 & 0.115 & 0.000 & 2069 \\
5 & 0.086 & 0.000 & 3936 & -0.003 & 0.850 & 3343 \\
6 & 0.078 & 0.000 & 5846 & 0.036 & 0.026 & 3920 \\
7 & 0.046 & 0.000 & 7381 & 0.072 & 0.000 & 3996 \\
8 & 0.085 & 0.000 & 7217 & 0.043 & 0.024 & 2767 \\
\hline
\end{tabular}
\end{table}

\textsuperscript{9} In general it is impossible to use $r_s$ to test whether two samples have been drawn from the same population. However, it is possible to ascertain whether two $\tau$ correlation coefficients are significantly different, using Kendall’s conservative significance test (Lienert, 1986). The difference in density correlations measured in terms of Kendall’s $\tau$ for lengths 4 and 6 is minimally significant at the 10\% level ($Z = 1.426$) minimally. For the lengths 4 and 7 it is significant at the 5\% level.

\textsuperscript{10} The contribution of the closed class items to the downward curvature for three- and five-letter words is weaker than for the four-letter words.

\textsuperscript{11} The differences are again evaluated by means of Kendall’s $\tau$. The significant ($p < .10$) $Z$ scores for the comparisons (4,3), (4,5), and (4,6) are 1.32, 2.33, and 2.40, respectively.
frequency effect was found for precisely the four-letter word length.\footnote{Hence we predict no significant neighborhood frequency effect for eight-letter words in -ing. This is indeed what we find. Although $r_1$ is somewhat higher (.0815), the correlation fails to reach significance at the 1% level ($p = .026$). Conversely, the significant neighborhood density correlation observed for five-letter words allows the eight-letter complex words ending in -ing to just reach significance ($r_c = .080, p = .0095$).}

Finally we checked the effect of closed class items on the neighborhood frequency effect. A comparison of the neighborhood frequency effect with and without closed class items showed only a negligible and nonsignificant effect of this word class on the shape of the regression line.

Discussion

The preceding analyses of the similarity neighborhoods of all the English four-letter words in the CELEX database only partially confirm the pattern initially identified by L & S. Although neighborhood density increased with increasing word frequency, it decreased for the highest frequency words (some 9% of all types). The mean log frequency of the neighbors also increased as a function of word’s neighborhood density. However, both correlations were very weak. Given our rank-coding of the data, word frequency explained less than 2.5% percent of the variance for both neighborhood density and frequency. The correlations are very much weaker or even nonsignificant for the other lengths examined, except for the cases in which the neighborhood effects depended on effects for shorter words via morphological structure. These analyses also revealed that lexical properties, other than word frequency, also influence the similarity neighborhood effects. For example, the highest frequency English closed-class words tend to have fewer neighbors than open-class words in the same frequency range.

These findings put the relation between a word’s frequency and its similarity neighborhood into a clearer perspective. The results suggest that L & S were fortunate in their choice of both word length (four-letters) and the particular frequency ranges used. Had they examined other word lengths or other frequency ranges, they would not have found any effects of neighborhood density or frequency.

Next, we turn our attention to phonological neighborhoods. Our goal here is to replicate with the CELEX database the results obtained by Pisoni et al. (1985) for spoken words.

Pisoni et al. (1985) Replication of Phonological Neighborhoods

In undertaking an analysis of phonological neighborhoods, we must ask whether the N-count neighborhood definition adopted for orthographic neighborhoods is actually appropriate for spoken words.\footnote{It is also unclear how to best define lexical neighborhoods for written words. The N-count definition is an extremely crude measure that does not take into account a number of possibly important factors. For example, the degree and the position of mismatch between words do not play a role in this definition. Important properties such as the CV-structure and the letter or sound similarity between words are simply ignored. Moreover, under the N-count definition neighbors are matched for length. Fortunately, when we performed additional lexical statistical analyses for words with another neighborhood definition—counting words differing in length by one letter or phoneme also as neighbors—we did not obtain a substantially different pattern of results.} It may be objected that spoken and written words do not have the same neighbors. Indeed, it is widely accepted that the neighbors of spoken words are defined sequen-
tially given the properties of the speech input. The most explicit sequential account of spoken word neighborhoods is provided by the cohort model (Marslen-Wilson, 1987) in which the neighbors or so-called cohort members are those words that share their initial part with the target word. A word is assumed to be recognized when it no longer has any neighbors. Thus, a target word's recognition point is assumed to correspond to the uniqueness point or the moment at which this word diverges from all other words in the lexicon.

Although there is some empirical support (Marslen-Wilson, 1984; Radeau & Morais, 1990) for the uniqueness point as a predictor of spoken word recognition performance, other definitions of neighbors have received some empirical support as well. Luce and his colleagues (Luce, Pisoni, & Goldinger, 1988) have taken the similarity neighborhoods to include all words that differ in a single phoneme in any position. They have conducted a number of experiments that support the predictions of the N-count definition. Thus, the problem of the proper neighborhood definition for spoken words remains unresolved. For the present purposes of comparing modalities and evaluating the Pisoni et al. study, we will continue to exploit the N-count definition.

Method

The neighborhood analysis in the Pisoni et al. study, like the L & S analysis, was based upon the one-million-token frequency count of Kučera and Francis (1967). Again, to allow a more direct comparison with this study, we used the frequency counts of the resized database as discussed above. All three- and four-phoneme words falling into the common (frequencies ≥ 1000/1,000,000) and rare (frequencies ranging between 10 and 30) frequency classes were selected from this database. The selection process produced 315 and 604 rare words and 55 and 16 common words that were three- and four-phonemes in length, respectively. The procedure used for computing neighborhood frequency and density was the same employed above.

Results

The results of the analysis are shown in Table 4 along with those of Pisoni et al. An analysis using the Mann–Whitney U test revealed that only the difference in neighborhood frequency between three phoneme common and rare words was significant (Z = 5.48).

Discussion

The present replication presents a pattern similar to the one obtained by Pisoni et al. However, our results contrast rather strikingly with those reported for written words both by L & S and by us here. For example, the neighborhood density and frequency effects obtained for four-letter words do not emerge for the phonological word forms of the same length. The most obvious explanation for this discrepancy is that different words went into the phonological and orthographic analyses. In English there is no regular correspondence be-

| TABLE 4 MEAN AND MEDIAN NEIGHBORHOOD DENSITY AND FREQUENCY FOR ENGLISH THREE- AND FOUR-PHONEME WORDS IN THE ORIGINAL AND REPETITION STUDIES |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | Pisoni analysis |                 | CELEX analysis  |                 |
|                 | Length 3        |                 | Length 4        |                 |
|                 | Rare    | Common | Rare    | Common | Rare    | Common | Rare    | Common |
| Number of neighborhood | 22.64 | 19.97 | 16.67 | 16.36 |
| Mean             | —       | —      | 17     | 17    |
| Median           | —       | —      | 175.15 | 322.25 |
| Frequency of neighborhood | —       | —      | 83.37 | 263.61 |
| Mean             | 119.29  | 501.22 | 315    | 55    |
| Median           | —       | —      | 278    | 39    |
| Number of words  | 278     | 39     | 315    | 604   |
| Rare             | 441     | 14     | 315    | 604   |
| Common           | —       | —      | 55     | 16    |
between either the identity of graphemes and phonemes (i.e., English is not orthographically shallow) or the number of symbols defining these two units (e.g., four-letter words often become three-phoneme words). Furthermore, very different frequency ranges were used in the two studies.

To sort out these differences and to compare more systematically the similarity neighborhoods of spoken and written words, we conducted analyses of phonological word forms of different lengths for the entire frequency range.

**English Phonological Similarity Neighborhoods**

**Method**

We followed exactly the same procedure as for written word forms, computing the neighborhood density and frequency of all English words ranging in length from three to eight phonemes.

**Table 5**

<table>
<thead>
<tr>
<th>Length</th>
<th>Density</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.169</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.129</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.037</td>
<td>0.002</td>
</tr>
<tr>
<td>6</td>
<td>0.087</td>
<td>0.000</td>
</tr>
<tr>
<td>7</td>
<td>0.097</td>
<td>0.000</td>
</tr>
<tr>
<td>8</td>
<td>0.138</td>
<td>0.000</td>
</tr>
</tbody>
</table>

**Results**

The results of the analyses across the different lengths for phonological neighborhood density and frequency are plotted in Figs. 7 and 8, respectively. The corresponding Spearman rank-order correlation coefficients are given in Table 5, together with the associated p-values. Table 5 shows weak but significant effects for both neighborhood density and frequency across the different lengths examined. The density effect is significantly stronger for four-phoneme words than for five-phoneme words but not for the other lengths, where the differences fail to reach significance with the conservative test used here. The neighborhood frequency effect is stronger for three-phoneme words than for four-phoneme words and stronger for four-phoneme than for five-phoneme words.

**Discussion**

This analysis of the English spoken words revealed a significant, but weak relation between a word's similarity neig-

---

14 According to Kendall's \( \tau \)-based test of significance, the four- and five-phoneme words differ significantly at the 5% level.

15 The differences between the \( \tau \)-values corresponding with the (4,3) and (4,5) comparisons are significant at the 5 and 10% levels, respectively.
neighborhood and its frequency. For the shorter words (lengths 3–5), there is a gradual increase in neighborhood density with increasing word frequency but then a decrease for the highest-frequency words. The pattern emerging is roughly similar to that obtained for orthographic word forms: a gradual increase in density followed by a decrease. However, for spoken words this downward curvature tends to be steeper and its onset tends to begin at higher frequencies than for the orthographic regression curves. As for written words, the presence of high-frequency closed-class items contributes to the downward trend observed. For these shorter words, this decrease disappears when the closed-class items are eliminated.

The present analyses suggest that the discrepancy between the previously obtained results for spoken and written words is in large part due to the specific methodology used. The failure of Pisoni et al. to find effects of frequency upon neighborhood density can be understood by looking at Fig. 7. Their rare and common words were located in the frequency ranges in which lexical density rose (log frequency in the range 2.3–3.4) and fell (log frequency > 6.9), respectively. The problems associated with sampling in restricted frequency ranges again demonstrate the importance of examining the entire frequency range.

**Similarity Neighborhoods of Dutch Words**

To examine the generality of the findings for English, we repeated our analyses for the CELEX database of Dutch word forms.

**Method**

All Dutch word forms, ranging in length from three to eight letters or phonemes, were selected from the CELEX database for Dutch. Neighbors were again defined as those words that differed from the target word by only one character in any position. The number of neighbors and the mean log frequency of the neighbors was computed for each word. The nonparametric regression curves were estimated, and the Spearman rank-order correlations were calculated.

**Results**

The nonparametric regression curves are shown in Figs. 9–12. The corresponding Spearman rank-order correlation coefficients appear in Table 6. The correlations for orthographical and phonological word forms were significant for all lengths for both orthography and phonology. The shorter word lengths, especially the lengths 4 and 5, showed up with the larger values of $r_s$. For these lengths, the correlations for the phonological word forms were slightly higher than those for the corresponding orthographical word forms, suggesting that the effects were stronger in the phonological word forms. The differences failed to reach significance by the highly conservative test used here, however.

**Discussion**

The results of this analysis revealed a weak but significant correlation between word frequency and neighborhood density and neighborhood frequency in Dutch. These effects appear to be stronger than those in English, where some correlations

---

16 Measured in terms of differences in Kendall's $\tau$, four-phoneme words show up with significantly stronger effects ($p < .05$) than the longer words. For orthographic words, the differences between four-letter words and the lengths 7 and 8 reach significance ($p < .10$).
failed to reach significance. Some caution is required in making this cross-language comparison, however, as the corpora underlying the present analyses are different in size (18 million for English, 42 million for Dutch). Since the Dutch corpus contained more types than the English corpus, types can have more neighbors. Similarly, the word frequency range is greater, perhaps allowing the density effects to emerge somewhat more clearly.

One important difference between English and Dutch is the virtual absence in Dutch of an inverse relation between target frequency and neighborhood density for the highest frequency types. We observed earlier that this trend in English was caused by the closed-class items. In Dutch, closed-class items do not behave differently with respect to the neighborhood effects than open-class words. In fact, the regression lines are virtually identical for open- and closed-class items combined on the one hand and only open-class words on the other, the only difference being that the regression line of open-class items is slightly shorter. Interestingly, the neighborhood frequency effect for English orthographical word forms of length 4, with the closed-class items excluded, is of the same order of magnitude as for the Dutch orthographical word forms, closed-class items included ($r_s = .21 \ (E), r_s = .20 \ (D)$). It appears that the difference in the strength of the effects between the two languages is in part due to

**TABLE 6**

<table>
<thead>
<tr>
<th>Orthography</th>
<th>Density</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>$r_s$</td>
<td>$p$</td>
</tr>
<tr>
<td>3</td>
<td>0.161</td>
<td>0.000</td>
</tr>
<tr>
<td>4</td>
<td>0.204</td>
<td>0.000</td>
</tr>
<tr>
<td>5</td>
<td>0.205</td>
<td>0.000</td>
</tr>
<tr>
<td>6</td>
<td>0.155</td>
<td>0.000</td>
</tr>
<tr>
<td>7</td>
<td>0.114</td>
<td>0.000</td>
</tr>
<tr>
<td>8</td>
<td>0.121</td>
<td>0.000</td>
</tr>
</tbody>
</table>

**Phonology**

<table>
<thead>
<tr>
<th>Length</th>
<th>$r_s$</th>
<th>$p$</th>
<th>$n$</th>
<th>$r_s$</th>
<th>$p$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.215</td>
<td>0.000</td>
<td>1374</td>
<td>0.279</td>
<td>0.000</td>
<td>1362</td>
</tr>
<tr>
<td>4</td>
<td>0.266</td>
<td>0.000</td>
<td>3620</td>
<td>0.321</td>
<td>0.000</td>
<td>3424</td>
</tr>
<tr>
<td>5</td>
<td>0.196</td>
<td>0.000</td>
<td>6488</td>
<td>0.243</td>
<td>0.000</td>
<td>5382</td>
</tr>
<tr>
<td>6</td>
<td>0.137</td>
<td>0.000</td>
<td>11313</td>
<td>0.123</td>
<td>0.000</td>
<td>7578</td>
</tr>
<tr>
<td>7</td>
<td>0.141</td>
<td>0.000</td>
<td>15058</td>
<td>0.125</td>
<td>0.000</td>
<td>7442</td>
</tr>
<tr>
<td>8</td>
<td>0.139</td>
<td>0.000</td>
<td>17084</td>
<td>0.109</td>
<td>0.000</td>
<td>5874</td>
</tr>
</tbody>
</table>
closed-class items. Note that the differential properties of closed class items across the two languages show that it is inappropriate to draw general conclusions about the possible functional role of the low density of closed-class words from one language (English) to another (Dutch). Another interesting cross-linguistic difference can be found in comparing the regression lines for orthographic and phonological forms in the two languages. The regression lines for lexical density for Dutch phonological and orthographic forms are more similar to each other than those for English. This is caused by the closer correspondence between orthography and phonology in Dutch.

It is instructive on the basis of the preceding analyses to reconsider the claims of L. & S. These authors used their results to argue against the perceptual equivalence hypothesis and to suggest that the observed difference in the similarity neighborhoods of common and rare words constitutes a potential processing paradox. The tendency for higher frequency words to have more higher frequency neighbors suggests that, contrary to fact, high-frequency words should be harder to identify than low-frequency words. They resolved this paradox by showing that common and rare words are not equivalent on a second dimension. The frequency distributions of phonemes and letters in common and rare words were found not to be equivalent; certain phonemes were found to occur more frequently in rare words or in common words. They also reported the results of a perceptual identification experiment involving two classes of test stimuli that were matched in word frequency but made up of phonemes typically found in common and rare words, respectively. The words made up of phonemes primarily found in high-frequency words were identified more easily in noise than those words made up of low-frequency phonemes. They took the word frequency effect to be consistent with their phoneme distribution data, but inconsistent with the structure of similarity neighborhoods.

The results reported here weaken the empirical foundation for the proposed paradox for lexical processing considerably. Neighborhood density and neighborhood frequency increased only slightly across the entire frequency range. Moreover, the variance was huge; a large number of low-frequency types showed up with as many neighbors as the high-frequency types. At the same time, these neighborhood effects did not generalize to words of all lengths. Thus it is doubtful whether the similarity relations in the lexicon really give rise to a processing paradox. Moreover, the relations between phoneme frequency, word frequency, and neighborhood density and frequency are closely interrelated, as we will demonstrate below.

Probabilistic Aspects of Lexical Density

Having characterized the neighborhood density and frequency effects in English and Dutch in a type-based analysis, we now turn to consider the consequences of a token-based approach. Then we will consider what factors give rise to the observed lexical density effects.

Types and Tokens

A primary objective of statistical analyses of large lexical databases such as those presented here is to constrain theories of lexical processing and representation. It is important to note that—although informative—the preceding analyses of lexical neighborhoods are not optimally suited for evaluating the processing consequences of lexical similarity relations in the Dutch and English lexica. This is because these analyses are type-based. Type-based analyses consider each word to be equiprobable. More realistic from a processing point of view is a token-based analysis in which lexical entry has a probability of being encountered and processed that is proportional to its token frequency. Since higher-
frequency words have significantly more neighbors than low-frequency words, we can expect the probability of having to process word types with more neighbors to be underestimated in the type-based analysis.

Figure 13 contrasts the estimated type-based and token-based probability density functions of Dutch orthographic word forms of length 4. Note that given a particular interval on the horizontal axis, the area under the curve represents the probability of encountering words with a number of neighbors falling in the specified range. The total area under each curve equals unity. The highly skewed density function for the type-based analysis would appear to suggest that the lexicon is so composed as to avoid words with very many neighbors; roughly half the types have less than 10 neighbors. However, the token-based probability density function is moved to the right with respect to the type-based distribution such that some 20% of the probability mass is shifted from the lowest numbers of neighbors to the higher number of neighbors. This shift is a direct consequence of the neighborhood density effect. It raises the question why lexical usage tends to favor precisely those types that occupy densely populated neighborhoods, if an increasing number of neighbors is indeed detrimental to processing efficiency. Perhaps these facts suggest that there are no processing costs associated with the presence of neighbors.

Luce (1986) and Luce, Pisoni, and Goldinger (1988) have developed an alternative method of estimating the processing cost of neighbors which simultaneously takes into account both neighborhood density and neighborhood frequency. They assumed that each lexical competitor has a probability of being activated that depends on its frequency. They defined the probability of identifying the target in its neighborhood in terms of the choice rule of Luce (1959):

$$p(i) = \frac{f_i}{f_i + \sum_j f_{j(i)}}$$

where $f_i$ is the frequency of the target and $f_{j(i)}$ the frequency of its $j$th neighbor. The relation between log word frequency and the probability of identification is shown in Fig. 14. What we see is that both in a type-based and in a token-based analysis higher-frequency words tend to have higher probabilities of identification (cf., rank effect, Frauenfelder, 1990). However, the concentration of types with medium frequency (range 2 to 8) and low probability of identification seen in Fig. 14 suggests that, on average, the probability of identification in the lexicon is quite low.

This pattern raises the more general question how often words with a high probability of identification are encountered in the course of language processing. To answer this question, we computed the probability of encountering a word with a par-

---

**Fig. 13.** Type- and token-based density estimates for neighborhood density (Dutch four-letter words).

**Fig. 14.** Probability of identification $p(id)$ as a function of log word frequency for Dutch four-letter words. The type-based curve is represented by the lower line and the token-based curve by the upper line.
particular probability of identification as shown in Fig. 15. The type-based analysis in which each type is assumed to occur equiprobably shows that the majority of types has a very low probability of identification \( \Pr(p(id) < .1) = .67 \). However, when we take into account the fact that some words are more likely to be used than others, a substantially different and more uniform distribution is obtained. As shown in this figure words with lower probabilities of identification do not have the highest probabilities of being encountered in this token-based distribution \( \Pr(p(id) < .1) = .12 \). The flat distribution suggests that there are many word tokens which are confusionable with other words. A probability distribution suggesting even a considerably greater processing efficiency is obtained when density and word frequency are uncorrelated. This is represented in Fig. 15 by the "random" density function, estimated on the basis of 20 resampled distributions in which the empirical token frequencies were assigned at random to the types. In this hypothetical distribution, where no density effects are present, most word tokens have relatively high probabilities of identification. Assuming that Luce et al.'s analysis of the processing consequences of lexical density is correct, we are forced to conclude that the presence of density effects in the lexicon is not optimally adapted to lexical processing. Alternatively, we can conclude that lexical processing is not adversely affected by lexical competition.

**Language Structure, Language Use, and Lexical Density**

Here we consider how regularities in language structure contribute to the neighborhood relations observed in the lexicon. Next we examine the crucial role played by phonology (phonotaxis) and morphology (internal constituent structure of words) in creating lexical neighborhoods. Later we discuss a stochastic model that generates word frequency distributions with density effects that are qualitatively similar to the density effects in natural language. The model predicts that the number of neighbors is more closely correlated with di-phone frequency than with word frequency. An examination of the English and Dutch data shows that this is indeed the case.

**Phonology and Morphology**

The contribution of phonological and morphological structure to creating neighborhood structure can be gauged by comparing the observed density for a linguistically structured lexicon with the expected density of a lexicon sampled at random from a linguistically unstructured set of "words." To estimate the mean number of neighbors for both structured and unstructured theoretical lexica, it is convenient to start with what we will call saturated lexica, lexica that contain all possible "words" of that length. In the baseline unstructured saturated lexicon, if there are \( k \) different phonemes, any string of length \( m \) will have \( m(k - 1) \) neighbors. For an arbitrary selection of \( n \) word types from the complete set of \( k^m \) words of length \( m \), the number of neighbors will on average be

\[
\bar{N} = \frac{n}{k^m} [m(k - 1)].
\]

Given 2, we can compute the expected mean number of neighbors (\( \bar{N} \)) for the unstructured Dutch saturated lexicon consisting of 3620 words (\( n \)) with four phonemes in length (\( m \)) made up from a set of 40 pho-
nemes \(k = 40\). Here \(n\) is fixed at 3620 in order to compare the theoretical mean density with the observed mean density of the 3620 Dutch four-phoneme words in our database. The resulting density of 0.22 neighbors is much less than the actual observed mean number of neighbors: 8.5. For longer words such differences become even more pronounced. For instance, we calculate a mean of 0.01 for an arbitrary selection of the 6488 five-phoneme words from the saturated lexicon, while the mean observed for the 6488 five-phoneme words in our database equals 4.07.\(^{17}\)

To evaluate the density of a lexicon with phonotactic restrictions, we used a restricted saturated lexicon in which the only legal segmental structure for four phoneme words was a CVCV pattern. With 20 consonants \((c)\) and 20 vowels \((v)\) the average number of neighbors for a random selection of \(n\) words from this lexicon is given by

\[
\frac{n}{c^{1.3} v^{1.3}} [2(c - 1) + 2(v - 1)].
\]

With \(n = 3620\) the average number of neighbors is now found to be 1.72, which is substantially higher than 0.22. The phonotactic restrictions in force for languages such as Dutch and English are much more varied, of course, greatly reducing the number of legal strings in the language. Their effect is to restrict severely the number of possible strings in such a way that these strings are highly similar to each other.

Like phonotaxis, morphological structure also increases the density of similarity neighborhoods. For instance, the 3620 Dutch four-phoneme words contain a subset of roughly 1150 CVCV words with a word-final inflectional schwa. With a satu-

\(^{17}\) Equation [2] shows why the mean number of neighbors decreases rapidly as words become longer. The numbers of observed types \(m\) for the lengths 4 to 8 are roughly of the same order of magnitude, differing by maximally a factor 5. On the other hand, the number of possible types increases by a factor \(k\) with each additional phoneme. Hence the outcome is a rapid decrease in the expected numbers of neighbors.

rated lexicon that is similarly structured and without any assumptions about the phonotaxis of the 2470 remaining nonschwa final words, an average number of 2.6 neighbors is obtained for an arbitrary selection of 3620 words from the saturated lexicon. These calculations show how neighborhood relations emerge thanks to phonological and morphological structure. To this we should add that for the longer words the observed neighborhood relations are almost entirely due to morphological structure. This structure leads to a large numbers of types which are neighbors on the basis of their stems, as discussed above for the neighborhood frequency effect in English seven-letter words.

**Neighborhood Effects and Bigram Frequencies**

We have shown that phonological and morphological structure bring about the clustering of formally similar words in the lexicon. We now consider how this clustering interacts with the frequency properties of words and their neighbors. An important study that deals with the relation between word frequency and neighborhood density is Nusbaum (1985). Nusbaum studied the behavior of a zero-order\(^{18}\) Markov approximation of English orthography, where the transitional probability into a given letter was defined as its relative frequency in English, independent of the preceding letter. What he found was that for fixed word lengths the neighborhood density effect critically depended on the letters having different relative frequencies. On the basis of this result he hypothesized that phonotactic rules play an important role in constraining the process by which words appear in language.

In what follows we will first clarify why the neighborhood density effect appears in more general first-order Markov approximations of natural language, and extend the

\(^{18}\) We follow the convention that an \(n\)th order Markov process denotes a process that is conditioned on \(n\) preceding states of the system.
analysis to cover the neighborhood frequency effect. We will then discuss a particularly striking prediction of this approach, namely that diphone frequency and neighborhood density should be more closely correlated than word frequency and neighborhood density.

To see why the neighborhood density and frequency effects emerge in a first-order Markov approximation of the lexicon, consider the probability \( p_y \) of some word \( y \) with length \( m \):

\[
p_y = p_{oi}p_{hi} \cdots p_{im-1}y_{im-2}p_{im-1}o.
\]  

(4)

Here \( p_{ij} \) is the probability of encountering the \( j \)th element of the alphabet after having processed the \( i \)th element. The zero represents the word boundary. The expected token frequency \( N_y \) of a word \( y \) in a sample of size \( N \) is known to be

\[
E[N_y] = N_{p_y}.
\]  

(5)

Consider the conditions under which a target may obtain a high token frequency. A high token frequency requires that the probability \( p_y \) be high. Hence the transitional probabilities \( p_{ij} \) should be large. Since a neighbor of a high-frequency word \( y \) is obtained by replacing a single phoneme and hence two adjacent transitional probabilities, we find that for longer word lengths \( m \), the remaining \( m - 2 \) relatively high transition probabilities will generally prevent the resulting neighbors from assuming probabilities that are very different from that of the original target word \( y \). In other words, the probabilities of the neighbors of some target \( y \) will on average be similar to that of \( y \) itself, with the proviso that for extremely high or low \( p_y \) the likelihood of higher-frequency neighbors decreases and increases, respectively (regression toward the mean).

The consequences are twofold. If a target has a high probability, \( p_y \), the probabilities of its neighbors will therefore on average be high too, hence the expected number of neighbors will be large. For target words with low probabilities, \( p_y \), the reverse holds. This is how the neighborhood density effect arises in a first-order Markov approximation of language. Second, since high word probabilities give rise to high token frequencies by [5], we expect high-frequency words to have high-frequency neighbors. For low-frequency words the reverse holds: the few neighbors that are found will, on average, have low token frequencies. What we find, then, is that the neighborhood frequency effect is brought about by the same mechanism that underlies the neighborhood density effect.

Perhaps one of the most interesting predictions of this Markovian approach is that the correlation between word frequency and neighborhood density should, at least in part, be due to both word frequency and neighborhood density being correlated with diphone frequency. In other words, the model predicts that the correlation between neighborhood density and word frequency is substantially weaker when the correlation between word frequency and bigram frequency is factored out. Table 7 shows that this is in fact the case. This table lists the correlation coefficients obtained for a second-order Markov approximation of Dutch words of length 4 (see Baayen, 1991a), where a second-order Markov approximation was chosen in order to model the phonotactics of Dutch more precisely. Neighborhood density and target frequency are strongly correlated, but the correlation between neighborhood density \( y \) and di-

### Table 7

**Correlation Results in Terms of Kendall’s \( t \) for the Markov Model (MM), the Hybrid Model (HM), Dutch Phonological Word Forms of Length 4 (DPL), and English Phonological Word Forms of Length 4 (EPL)**

<table>
<thead>
<tr>
<th></th>
<th>MM</th>
<th>HM</th>
<th>DPL</th>
<th>EPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{xy} )</td>
<td>0.525</td>
<td>0.227</td>
<td>0.182</td>
<td>0.090</td>
</tr>
<tr>
<td>( t_{xz} )</td>
<td>0.507</td>
<td>0.245</td>
<td>0.213</td>
<td>0.160</td>
</tr>
<tr>
<td>( t_{yz} )</td>
<td>0.604</td>
<td>0.622</td>
<td>0.457</td>
<td>0.325</td>
</tr>
<tr>
<td>( t_{xy-z} )</td>
<td>0.298</td>
<td>0.079</td>
<td>0.088</td>
<td>0.038</td>
</tr>
</tbody>
</table>

*Note. \( x \), word frequency; \( y \), number of neighbors; \( z \), (geometric mean) diphone frequency.*
phone frequency \( z \) is even stronger. When
the correlation with diphone frequency is
factored out, the neighborhood density ef-
fect emerges in a much reduced form, the
partial correlation coefficient being only
.298.

When we turn to our English and Dutch
data sets, we find a highly similar state of
affairs, as shown by the last two columns of
Table 7. For both languages, the correlation
between target frequency \( x \) and diphone
frequency \( z \) is stronger than that between
target frequency \( x \) and neighborhood den-
sity \( y \), while the strongest correlation of all
is that between neighborhood density \( y \) and
diphone frequency \( z \). Since the partial cor-
relation coefficients \( \tau_{xy,z} \) are substantially
smaller than the corresponding coefficients
\( \tau_{xy} \), it is likely that the observed correla-
tion between neighborhood density and target
frequency is brought about mainly by di-
phone structure.

Interestingly, the empirical differences in
the strengths of the correlations are under-
estimated by the Markov model. For in-
stance, \( \tau_{xy} = .87 \cdot \tau_{yz} \) in the Markov model
whereas for English \( \tau_{xy} = .28 \cdot \tau_{yz} \). This
suggests that the Markov model is not quite
correct, the density effects emerging in too
strong a form. This problem is discussed in
detail in Baayen (1991), who shows that a
severe mismatch in the type–token ratio is
characteristic of such Markov approxima-
tions. The solution proposed there is to
combine a Markovian source for words
with a model of lexical usage inspired by
Simon’s (1955) model for word frequency
distributions. The addition of this second
component serves a dual purpose. First, it
forces words to be reused to a far greater
extent than in the purely Markovian ap-
proach. This has the effect of correcting the
type–token imbalance and of reducing the
strengths of the density effects, as required.
Second, it allows words to be assigned to-
ken frequencies that are not a direct func-
tion of their probability. This is a desirable
property of lexical models, because word
frequencies are also influenced by factors
such as fashion and language change. The
Markovian “front-end” of this hybrid model can be thought of as defining a prob-
ability distribution that reflects the relative
ease with which words can be pronounced
by the human vocal tract. The second com-
ponent of the model can be thought of as
simulating the random effects on word fre-
quency of factors pertaining to language
use.

As shown in Table 7, the correlations ob-
tained with the hybrid model are more in
line with empirical data, although the cor-
relation between neighborhood density and
diphone frequency is still too strong. This is
undoubtedly due to the inability of this
model to take the effects of morphological
structure on lexical density and diphone se-
quencing into account. In spite of this de-
fect, the partial correlation \( \tau_{xy,z} \) produced
by the hybrid model is of the right order of
magnitude, suggesting that the uncoupling
of the strict link between word frequency
and diphone structure is an important step
toward the correct modeling of the way
neighborhood structure, word frequency,
and diphone frequencies are correlated in
actual lexica.

To conclude, we have seen that the
neighborhood density and frequency ef-
fects are brought about by differences in
diphone frequencies. We return to the pos-
sible consequences of this result for lexical
processing below.

**General Discussion**

This paper reports on the findings of sev-
eral analyses of the similarity neighbor-
hoods of words across different modalities
(written and spoken) and languages (En-
glish and Dutch). We replicated the original
findings of L & S for comparable restricted
sets of four-letter words. An extensive
analysis of all words with length ranging
from three to eight letters and phonemes
showed, however, that both the neighbor-
hood density effect and the neighborhood
frequency effect are very weak. The variance is huge, and for longer words, these effects are either absent or too weak to be of interest. Nevertheless, we were able to observe some noteworthy differences between English and Dutch. In English, but not in Dutch, function words have relatively few neighbors given their high frequencies. Furthermore, the regression curves for the neighborhood density of orthographic and phonemic representations are more similar in Dutch than in English, due to the more shallow orthography of Dutch. In addition to type-based analyses, we also conducted token-based analyses, which produced rather different patterns of results. For instance, the density function obtained for a type-based analysis is skewed to the left, suggesting that most words will have relatively few neighbors. In a token-based analysis, however, a density function is obtained that is shifted towards the higher numbers of neighbors. Since it is the higher frequency words that tend to have the larger neighborhoods, listeners will encounter more words with many neighbors than a type-based analysis suggests.

In their study, L & S used the density effects they uncovered to argue against the perceptual equivalence hypothesis, according to which high- and low-frequency words do not differ from each other in any dimensions other than word frequency itself. They identified what they thought were two independent dimensions along which high- and low-frequency words differed. The first dimension concerns the properties of the similarity neighborhoods, the second pertains to the segmental make-up of the two word classes. However, we have seen that the two dimensions are causally linked. Common phonemes will generally be found in the more common words of the language. By extension, these common words will have the more common diphone transitions, hence they will appear in larger neighborhoods and have higher-frequency neighbors. The Markov model discussed under Language Structure, Language Use, and Lexical Density allows us to formulate a unitary explanation for the distributional phenomena discussed by L & S.

L & S also attempted to draw the implications of their findings for lexical processing, and, more specifically, for the word-frequency effect. They construed their phoneme distribution data as being consistent with the word-frequency effect and the structure of similarity neighborhoods as being at odds with it. However, the results we have presented here raise doubts about whether the lexical similarity relations are strong enough to attenuate the word-frequency effect. The increase with frequency of the number of neighbors is small, the variance on the other hand is huge, as the scatterplots (Fig. 2 and 3) show. Thus our analyses have demonstrated that the density structure of the lexicon cannot serve as evidence against the perceptual equivalence hypothesis. We conclude that it is hazardous to advance sweeping claims about lexical organization on the basis of restricted samples.

What are the consequences of our findings for theories of lexical organization and processing? We have argued that the similarity effects that have emerged in our more encompassing analyses arise due to phono-tactic constraints on segmental sequences, constraints that appear to be imposed on language by the mechanical properties of the human vocal tract (Lindblom, 1983). This finding pushes the source of the weak but significantly present density effects into the domain of production. The question then arises how the resulting neighborhood structure of the lexicon affects word recognition. The obvious way to answer this question is to determine the effect of neighbors on word recognition experimentally. Unfortunately, no consensus on the role of neighbors has emerged in the experimental literature, despite considerable effort. In the absence of conclusive evidence for one
of the three logically possible types of neighborhood influence, no influence, facilitation, and inhibition, it is worthwhile to try to assess by means of lexical statistics what the global consequences of such processing assumptions are.

The main body of the present paper has, in fact, been concerned with the most interesting processing assumption, namely the one made by L & S that neighbors slow down word recognition. Their claim has received some experimental support both in the auditory and the visual domain. Luce (1986, 1988) argues that the influence of neighbors in auditory word recognition is best described by the choice rule 1. If we now ask the question whether the similarity structure of the lexicon is optimal for auditory word recognition, the answer is clearly negative. A comparison of the probabilities of identification of lexica with and without density effects showed that lexical organization would be better from a processing perspective if no density effects were present at all (see Fig. 15).\footnote{Although Fig. 15 is based on orthographical representations, a highly similar pattern of results can be obtained for phonological representations.}

Turning to the visual domain, Grainger (1993) and Jacobs and Grainger (1992) also found an inhibitory effect of neighbors. More specifically, they claim that the existence of a single substantially higher frequency neighbor is crucial for inhibition to take place. It can be shown that especially the lower-frequency words have a neighborhood structure that would slow down their recognition and that the number of such tokens is extremely small (less than 0.5%).\footnote{Tentatively operationalizing Grainger’s claim, we defined a substantially higher-frequency neighbor as a word with a frequency that is higher by a factor 2 on the 10 log scale. For Dutch four-letter words, we counted 284 word types with exactly one such neighbor on a total of 2437 word types. The mean log frequency of the words supposedly suffering inhibition equals 3.13. The complementary set has a mean log frequency of 4.74 ($p < .001$, Welch Modified Two-Sample $t$ test). For the range of word lengths studied here (3–8), a token-based analysis shows that 0.36%, less than four in one thousand, of the tokens are involved.}

Thus Grainger’s assumptions appear to imply that lexical processing is only minimally affected by neighborhood density and frequency. Unfortunately, lexical statistics alone cannot provide us with a means of evaluating the functionality of lexical structure given Grainger’s model of word recognition, as they did for Luce’s auditory word recognition model. The reason is that Grainger explains the effects he observes in terms of an interactive activation model for which the predictions cannot be translated into a simple formula. However, one may use his computational model to obtain recognition scores for every word in two contrasting lexicons: a lexicon in which words appear with their proper frequencies of use and a lexicon in which the empirical word frequencies are assigned at random. By comparing not individual recognition times but the resulting distributions of recognition times, the functionality of lexical structure may be gauged just as has been done above for Luce’s approach. An analysis along these lines can be used to evaluate the consequences of the assumption of a positive effect of neighborhood size on word recognition (Andrews, 1989) as well. In fact, this methodology is more generally applicable to the study of the consequences of other properties of the lexicon for lexical processing like morphological structure (see Schreuder and Baayen, (1993)). We believe that language statistics are essential in that they allow us to evaluate processing models by confronting them with the language data which these models are designed to handle.

Finally, it is important to take into account that the lexicon is shaped by both perception and production factors and that it is impossible to evaluate consequences of lexical relations for the efficiency in perception without taking production into account and vice versa. In our study, we have attributed the similarity relations in the lex-
icon to phonotactic constraints. Since these constraints are presumably motivated by articulatory factors, minor processing disadvantages in perception, if they exist (Coltheart, Davelaar, Jonasson, & Besner, 1977), may well be counterbalanced by greater efficiency in production.
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